BIG-IP® Reference Guide

version 4.6.2

MAN-0109-00






Product Version

This manual applies to version 4.6.2 of the BIG-IP® software.

Legal Notices

Copyright
Copyright 1997-2004, F5 Networks, Inc. All rights reserved.

F5 Networks, Inc. (F5) believes the information it furnishes to be accurate and reliable. However, F5
assumes no responsibility for the use of this information, nor any infringement of patents or other rights of
third parties which may result from its use. No license is granted by implication or otherwise under any
patent, copyright, or other intellectual property right of F5 except as specifically described herein. F5
reserves the right to change specifications at any time without notice.

Trademarks

F5, FS Networks, the F5 logo, BIG-IP, 3-DNS, iControl, GLOBAL-SITE, SEE-IT, EDGE-FX, FireGuard,
Internet Control Architecture, IP Application Switch, Control Your World, PACKET VELOCITY, SYN
Check, uRoam, and FirePass are registered trademarks or trademarks of FS Networks, Inc. in the U.S. and
certain other countries. All other trademarks mentioned in this document are the property of their
respective owners. F5 Networks' trademarks may not be used in connection with any product or service
except as permitted in writing by F5.

Export Regulation Notice

This product may include cryptographic software. Under the Export Administration Act, the United States
government may consider it a criminal offense to export this product from the United States.

Export Warning

This is a Class A product. In a domestic environment this product may cause radio interference in which
case the user may be required to take adequate measures.

FCC Compliance

This equipment generates, uses, and may emit radio frequency energy. The equipment has been type
tested and found to comply with the limits for a Class A digital device pursuant to Part 15 of FCC rules,
which are designed to provide reasonable protection against such radio frequency interference.

Operation of this equipment in a residential area may cause interference, in which case the user at his own
expense will be required to take whatever measures may be required to correct the interference.

Any modifications to this device, unless expressly approved by the manufacturer, can void the user's
authority to operate this equipment under part 15 of the FCC rules.

Canadian Regulatory Compliance
This class A digital apparatus complies with Canadian I CES-003.

Standards Compliance
The product conforms to ANSI/UL Std 1950 and Certified to CAN/CSA Std. C22.2 No. 950.

BIG-IP® Reference Guide



Acknowledgments
This product includes software developed by the University of California, Berkeley and its contributors.

This product includes software developed by the Computer Systems Engineering Group at the Lawrence
Berkeley Laboratory.

This product includes software developed by the NetBSD Foundation, Inc. and its contributors.
This product includes software developed by Christopher G. Demetriou for the NetBSD Project.
This product includes software developed by Adam Glass.

This product includes software developed by Christian E. Hopps.

This product includes software developed by Dean Huxley.

This product includes software developed by John Kohl.

This product includes software developed by Paul Kranenburg.

This product includes software developed by Terrence R. Lambert.

This product includes software developed by Philip A. Nelson.

This product includes software developed by Herb Peyerl.

This product includes software developed by Jochen Pohl for the NetBSD Project.

This product includes software developed by Chris Provenzano.

This product includes software developed by Theo de Raadt.

This product includes software developed by David Muir Sharnoff.

This product includes software developed by SigmaSoft, Th. Lockert.

This product includes software developed for the NetBSD Project by Jason R. Thorpe.

This product includes software developed by Jason R. Thorpe for And Communications,
http://www.and.com.

This product includes software developed for the NetBSD Project by Frank Van der Linden.

This product includes software developed for the NetBSD Project by John M. Vinopal.

This product includes software developed by Christos Zoulas.

This product includes software developed by Charles Hannum.

This product includes software developed by Charles Hannum, by the University of Vermont and Stage
Agricultural College and Garrett A. Wollman, by William F. Jolitz, and by the University of California,
Berkeley, Lawrence Berkeley Laboratory, and its contributors.

This product includes software developed by the University of Vermont and State Agricultural College and
Garrett A. Wollman.

In the following statement, "This software" refers to FreeBSD software: This software is provided by the
FreeBSD project "as is" and any express or implied warranties, including, but not limited to, the implied
warranties of merchantability and fitness for a particular purpose are disclaimed. In no event shall the
FreeBSD project or contributors be liable for any direct, indirect, incidental, special, exemplary, or
consequential damages (including, but not limited to, procurement of substitute goods or services; loss of
use, data, or profits; or business interruption) however caused and on any theory of liability, whether in
contract, strict liability, or tort (including negligence or otherwise) arising in any way out of the use of this
software, even if advised of the possibility of such damage.

In the following statement, "This software" refers to the parallel port driver: This software is a component
of "386BSD" developed by William F. Jolitz, TeleMuse.

This product includes software developed by the Apache Group for use in the Apache HTTP server project
(http://www.apache.org/).

This product includes software licensed from Richard H. Porter under the GNU Library General Public
License (© 1998, Red Hat Software), www.gnu.org/copyleft/lgpl.html.

This product contains software based on oprofile, which is protected under the GNU Public License.

This product includes the standard version of Perl software licensed under the Perl Artistic License (©
1997, 1998 Tom Christiansen and Nathan Torkington). All rights reserved. You may find the most current
standard version of Perl at http://www.perl.com.

This product includes software developed by Eric Young.

Rsync was written by Andrew Tridgell and Paul Mackerras, and is available under the Gnu Public License.




This product includes Malloc library software developed by Mark Moraes. (© 1988, 1989, 1993,
University of Toronto).

This product includes open SSL software developed by Eric Young (eay @cryptsoft.com), (© 1995-1998).

This product includes open SSH software developed by Tatu Ylonen (ylo@cs.hut.fi), Espoo, Finland (©
1995).

This product includes open SSH software developed by Niels Provos (© 1999).

This product includes SSH software developed by Mindbright Technology AB, Stockholm, Sweden,
www.mindbright.se, info@mindbright.se (© 1998-1999).

This product includes free SSL software developed by Object Oriented Concepts, Inc., St. John's, NF,
Canada (© 2000).

This product includes software developed by Object Oriented Concepts, Inc., Billerica, MA, USA (©
2000).

This product includes RRDtool software developed by Tobi Oetiker (http://www.rrdtool.com/index.html)
and licensed under the GNU General Public License.

The RSA SecurID® Apache authentication module provided with this software release uses the RSA
ACE/Agent® Authentication API developed by RSA Security (©2001 RSA Security Inc.).

BIG-IP® Reference Guide iii






Table of Contents







Table of Contents

Part |
Introduction to the BIG-IP System

Introduction

Getting started
Choosing a configuration tool
Using the Administrator Kit
Stylistic conventions
Finding additional help and technical support resources ........c.cccecoveuucnee
Learning more about the BIG-IP product family

I
BIG-IP System Overview

Introduction-|
Introduction-1
Introduction-2
Introduction-3
Introduction-4
Introduction-6

Introducing the BIG-IP system

I-1
What is a BIG-IP system? 1-2
Configuration I-4
Hardware configuration 1-4
Base network configuration 1-5
High-level network configuration -6
Global settings and filters 1-6
Monitoring and administration 1-6
The BIG-IP system user interface 1-7
The Configuration utility 1-7
The bigpipe command line interface 1-8
The bigip.conf file 1-8
Part Il
The Base Network
2
Using the Setup Utility
Creating the initial software configuration with the Setup utility 2-1
Connecting to the BIG-IP system for the first time 2-2
Running the utility from the console or serial terminal 2-2
Running the Setup utility remotely 2-2
Using the Setup utility for the first time 2-5
Keyboard type 2-5
Product selection 2-6
Root password 2-6
Host name 2-6
Redundant system settings 2-7
Setting the interface media type 2-8
Configuring VLANs and IP addresses 2-9
Configuring a default gateway pool 2-10
Configuring remote web server access 2-10
Configuring remote administrative access 2-11
Setting support access 2-11
Setting the time zone 2-12
Configuring NTP support 2-12
Configuring the DNS proxy forwarding settings 2-12
Activating one-time auto-discovery 2-12
Configuring user authentication 2-13
BIG-IP® Reference Guide vii



Table of Contents

Configuring NameSurfer for zone file management 2-16
Running the Setup utility after creating the initial software configuration ........cccccceee.e. 2-17
Options available only through the Setup utility menu 2-18
3
Post-Setup Tasks
Introducing post-setup tasks 3-1
Interfaces 3-3
Interface naming conventions 3-3
Displaying status and settings for interfaces 3-4
Media type and duplex mode 3-5
VLANSs 3-6
Default VLAN configuration 3-7
Creating, renaming, and deleting VLANs 3-8
Configuring packet access to VLANs 3-9
Managing the Layer 2 forwarding table 3-13
Configuring VLAN groups 3-16
Setting up security for VLANs 3-19
Setting fail-safe timeouts for VLANs 3-19
Setting the MAC masquerade address 3-20
Configuring VLAN mirroring 3-21
Self IP addresses 3-26
Enabling or disabling SNAT automap 3-27
Defining additional host names 3-28
Managing the SSH Console 3-29
Using the MindTerm SSH Console 3-29
Downloading an SSH client to your administrative workstation ......c......cceceeveenee. 3-29
Addressing general networking issues 3-32
Addressing routing issues 3-32
Configuring DNS on the BIG-IP system 3-35
Configuring email 3-37
Using a serial terminal with the BIG-IP system 3-39
Configuring a serial terminal in addition to the console 3-40
Configuring a serial terminal as the console 3-40
Forcing a serial terminal to be the console 3-41
Trunks 3-42
Spanning Tree Protocol (STP) 3-43
Creating and deleting STP domains 3-43
Setting time intervals for an STP domain 3-44
Adding or deleting interfaces in an STP domain 3-44
Disabling and re-enabling an STP domain 3-44
Disabling and re-enabling interfaces in an STP domain 3-45
Restarting stpd 3-45
Port Mirroring 3-46
Setting up a port mirror 3-46
Deleting interfaces from a port mirror or deleting a port mirror ... 3-46

viii



Table of Contents

Part [ll

The High-Level Network

4

Pools

5

iRules

Introducing pools

4-1

Required pool attributes

4-1

Optional pool attributes

42

Managing pools
Creating a pool

4-4

4.5

Modifying a pool
Deleting a pool

4-6

Displaying a pool

4-6

Load balancing methods

4-8

Setting the load balancing method for a pool

4-10

Configuring Dynamic Ratio load balancing

4-13

Setting persistence

4-26

4-26

Persistence types
Persistence options

4-45

Redirecting HTTP requests

4-48

Using IP addresses and fully qualified domain names
Using format strings (expansion characters)

4-48

4-49

Rewriting HTTP redirection

4-51

Inserting and erasing HTTP headers

4-53

4-53

Inserting headers into HTTP requests
Erasing header content from HTTP requests

4-55

4-56

Selective re-encryption at the pool level
Port translation on a per-pool basis

4-57

Configuring the Quality of Service (QoS) level

4-58

Configuring the Type of Service (ToS) level

4-59

Disabling SNAT and NAT connections

4-60

4-63

Enabling a forwarding pool
Configuring a clone pool

4-64

Introducing iRules

5-1

What is a rule?

5-1

A rule example

5-2

Creating rules

5-3

Understanding rules syntax

Rule statements

5-4

Expressions
Using rules to select pools

5-5
5-20

5-20

Selecting pools based on header or content data
Selecting pools based on IP packet header data

5-23

Using the one of class identifier

5-26

Selecting pools based on HTTP header data

5-28

Using rules to redirect HTTP requests

5-30

Configuring class lists

5-31

Class types

5-31

5-32

Storage options

BIG-IP® Reference Guide



Table of Contents

Additional rule examples
Cookie rule

Language rule

AOL rule

Cache rule

Rule using the ip_protocol variable
Rule using IP address and port variables

Rule using the one of class identifier
Rule based on HTTP header insertion

6

Virtual Servers
Introducing virtual servers

5-38
5-38
5-38
5-39
5-40
5-40
5-40
5-41
5-41

6-1

Virtual server types

6-2

Standard virtual servers

6-2

Wildcard virtual servers

6-3

Network virtual servers

6-7

Forwarding virtual servers

6-8

Virtual server options
Displaying information about virtual addresses

Enabling or disabling a virtual server

Enabling or disabling a virtual address

Setting a user-defined netmask and broadcast

Setting translation properties for virtual addresses and ports

Resetting connections when a service is down

Setting dynamic connection rebinding
Disabling ARP requests

Disabling software acceleration for virtual servers using IPFW rate filters

Setting a connection limit

Mirroring virtual server state

Setting up last hop pools for virtual servers
Referencing BIG-IP system resources

Load balancing traffic for any IP protocol
Deleting a virtual server

Resetting statistics for a virtual server
Configuring SYN Check activation

Using other BIG-IP system features

7

SSL Accelerator Proxies
What is an SSL Accelerator proxy?

6-10
6-11
6-11
6-12
6-13
6-13
6-14
6-14
6-15
6-16
6-17
6-17
6-18
6-18
6-19
6-20
6-20
6-21
6-22

7-1

Summary of features

7-2

Basic configurations

7-3

7-4

Creating an SSL Accelerator proxy
Creating a client-side-only SSL proxy

7-4

Creating a client-side proxy with SSL-to-Server enabled
Displaying SSL Accelerator proxy information

7-6

7-9

Disabling or deleting an SSL Accelerator proxy

Authentication

Certificate verification

Certificate revocation

Using the Key Management System

7-10
7-11
7-11
7-25
7-37




Table of Contents

Encryption and decryption 7-47
Specifying SSL ciphers 7-48
Inserting cipher specifications into HTTP requests 7-50
Authorization 7-51
Inserting client certificate fields into HTTP requests 7-51
Limiting concurrent TCP connections 7-51
Configuring LDAP-based client authorization 7-52
Network traffic control 7-62
Inserting headers into HTTP requests 7-62
Rewriting HT TP redirection 7-70
Adding a last hop pool to an SSL proxy 7-73
Disabling ARP resquests 7-73
Configuring SSL proxy failover 7-73
Other SSL protocol options 7-75
Configuring invalid protocol versions 7-75
Configuring support for non-HTTP protocols 7-76
Configuring SSL session cache 7-76
Configuring SSL shutdowns 7-79
8
Nodes
Introducing nodes 8-1
Configuration options 8-1
Enabling and disabling nodes and node addresses 8-2
Marking nodes and node ports as up or down 8-2
Setting connection limits for nodes 8-3
Allowing persistent connections through nodes at connection limit .........cccoecuuue.e. 8-4
Associating monitors with nodes 8-4
Displaying node status 8-5
Resetting node statistics 8-6
Adding nodes to pools 8-6
9
Services
Introducing services 9-1
Configuration options 9-2
Allowing access to services 9-2
Setting connection limits on services 9-3
Enabling and disabling TCP and UDP for services 9-3
Setting the idle connection timeout 9-3
Displaying service settings 9-4

10
Address Translation: SNATs, NATs, and IP Forwarding

Introducing address translation 10-1
SNATs 10-2
Setting SNAT global properties 10-2
Configuring a SNAT manually 10-3
Configuring SNAT automapping 10-6
ISPs and NAT-less firewalls 10-10
Disabling SNATs for a pool 10-11
Disabling ARP requests 10-11
Configuring a cache server 10-11

BIG-IP® Reference Guide Xi



Table of Contents

Additional SNAT configuration options
NATs

Defining a network address translation (NAT)

Disabling NATSs for a pool

Disabling ARP requests

Additional restrictions

IP forwarding

Enabling IP forwarding globally
Addressing routing issues for IP forwarding

Configuring the forwarding attribute for a pool

Enabling IP forwarding for a virtual server

Advanced Routing Modules
Introducing dynamic routing

10-11
10-13
10-14
10-15
10-15
10-15
10-16
10-17
10-17
10-17
10-18

Enabling ZebOS advanced routing modules

11-2

11-3

Configuring ZebOS advanced routing modules
Configuring ZebOS for active/standby configurations

I11-4

11-6

bigdb keys for dynamic routing protocols

12

Monitors

12-1

Introducing monitors
Summary of monitor types

12-2

Using monitors with Link Controller

12-3

Summary of monitor attributes

12-3

Working with monitor templates

12-5

Choosing a monitor
Simple monitors

12-7
12-7

12-9

Extended Content Verification (ECV) monitors
External Application Verification (EAV) monitors

Configuring a monitor
Configuration procedures

Changing attribute values

Associating monitors with nodes

Specifying wildcards

Using logical grouping

Monitor instances with identical destinations and different templates

Configuration procedures
Showing, disabling, and deleting monitors

13

Filters
Introducing filters

12-12
12-21
12-21
12-22
12-28
12-29
12-29
12-30
12-30
12-32

13-1

IP filters

13-2

Configuring IP filters

13-2

Rate filters and rate classes

13-3

13-3

Configuring rate filters and rate classes

Xii



Table of Contents

Part IV
BIG-IP Redundant Systems

|4
Configuring a Redundant System

Introducing redundant systems

Synchronizing configurations between units

Configuring fail-safe settings

Mirroring connection information
Commands for mirroring

Mirroring virtual server state
Mirroring SNAT connections

Using gateway fail-safe

Adding a gateway fail-safe check

Using network-based fail-over

Setting a specific BIG-IP system to be the preferred active unit

Setting up active-active redundant BIG-IP units

Configuring an active-active system
Understanding active-active system fail-over

Introducing additional active-active bigdb keys
Reviewing specific active-active bigpipe commands

Returning an active-active installation to active/standby mode

Part V
Link Configuration

15

Inbound Load Balancing
Working with load balancing modes for inbound traffic

Understanding inbound load balancing on the Link Controller

Using static load balancing modes

15-1

15-1

15-3

15-5

Using dynamic load balancing modes
Configuring inbound load balancing

15-12

15-12

Understanding wide IPs
Understanding wide IP pools

15-12

Defining a wide IP

15-12

Using wildcard characters in wide IP names

15-13

Modifying a wide IP

15-14

Modifying the basic wide IP settings
Modifying the load balancing properties

15-14
15-14

16

Internet Link Evaluator
Overview of the Internet Link Evaluator

16-1

Working with the Average Round Trip Time table
Working with the Average Completion Rate table
Working with the Average Router Hops table

16-1

16-2

16-2

Interpreting the Internet Link Evaluator data

16-3

BIG-IP® Reference Guide

xiii



Table of Contents

|7
Working with Link Configuration

Overview of link configuration 17-1
Defining the basic properties for a link 17-1
Working with the advanced properties for a link 17-2

Viewing link statistics and metrics 17-7

Part VI
BIG-IP System Administration

18
Administering the BIG-IP System

Monitoring and administration utilities 18-1
Using the bigpipe utility as a monitoring tool 18-2
Monitoring the BIG-IP system 18-2
Printing the connection table 18-13
Monitoring virtual servers, virtual addresses, and Services .........coerecrnevecunenee 18-13
Monitoring nodes and node addresse 18-15
Monitoring NATs 18-15
Monitoring SNATs 18-16
Viewing the status of the interface cards 18-16
Customizing the Configuration utility user interface 18-17
Working with the bigtop utility 18-17
Using bigtop command options 18-18
Using runtime commands in bigtop 18-18
Working with the Syslog utility 18-19
Sample log messages 18-19
Powering down the BIG-IP system 18-20
Removing and returning items to service 18-21
Removing the BIG-IP system from service 18-21
Removing individual virtual servers, virtual addresses, and ports from service . 18-22
Removing individual nodes and node addresses from service .........ocvciiunncc. 18-23
Viewing the currently defined virtual servers and nodes 18-23
Viewing system statistics and log files 18-24
Viewing system statistics 18-24
Viewing log files 18-25
Managing user accounts 18-25
Understanding user roles 18-25
Creating and authorizing local user accounts 18-27
Creating and authorizing remote user accounts 18-29
Managing passwords for local user accounts 18-30
Managing system accounts 18-31
Working with the bigdb database 18-32
Using the bigpipe db command 18-32

Xiv



Table of Contents

19

Configuring SNMP
Introducing SNMP administration 19-1
Downloading the MIBs 19-2
Configuring SNMP using the Configuration utility 19-4
Setting up client access 19-4
Configuring system information 19-5
Configuring traps 19-6
SNMP configuration files 19-8
/etc/hosts.deny 19-8
/etc/hosts.allow 19-8
The /etc/snmpd.conf file 19-9
/etc/snmptrap.conf 19-10
Syslog 19-11
Configuring snmpd to send responses out of different ports or addresses ................ 19-13
A
bigpipe Command Reference
bigpipe commands A-1
-? A-4
authz A-5
Options A-5
class A-8
Options A-9
config A-10
Options A-10
Saving configuration files to an archive A-10
Installing an archived configuration file A-11
Synchronizing configuration files A-11
conn A-12
Options A-12
Displaying all current connections A-12
Using verbose mode A-13
Displaying connections for a specific client A-13
Displaying standby connections A-13
Deleting connections A-14
default_gateway A-15
Options A-15
failover A-16
Options A-16
Changing failover state A-16
Displaying failover state A-17
Initializing failover state A-17
Restoring an active-active configuration after failure A-17
global A-18
-h and -help A-31
interface A-32
Options A-32
Displaying interface information A-33
Setting the media type A-33
Setting the duplex mode A-33
Resetting statistics A-34
Enabling or disabling an interface A-34
-n A-34
BIG-IP® Reference Guide b’



Table of Contents

list A-35
load A-36
Options A-36
Customizing the load and base load commands A-37
maint A-38
makecookie A-39
merge A-40
Options A-40
mirror A-41
Options A-4|
Displaying port mirroring A-41
Creating a port mirror A-42
Deleting interfaces from a port mirror A-42
Deleting a port mirror A-42
monitor A-43
Options A-43
Creating a monitor A-44
Modifying a monitor A-44
Creating a monitor instance A-44
Modifying a monitor instance A-46
Deleting a monitor A-46
Deleting a2 monitor instance A-46
Displaying monitor templates A-46
Displaying monitor instances A-46
Monitor templates A-47

-n A-51
nat A-52
Options A-52
Defining a NAT A-53
Deleting a NAT A-53
Additional Restrictions A-53
node A-54
Options A-54
Displaying nodes A-55
Modifying nodes A-55
pool A-56
Options A-57
Displaying a pool A-58
Creating a pool A-58
Modifying a pool A-59
Deleting a pool A-59
Specifying HTTP redirection A-59
power A-61
Options A-61
proxy A-62
A-63

Options A-64
Creating a proxy server A-67
Deleting a proxy server A-68
ratio A-69
Options A-69
Displaying ratio settings A-69
Modifying ratio settings A-69
reset A-70

XVi



Table of Contents

B

bigdb Configuration Keys

responder A-71
Options A-71
Viewing responder definition parameters A-72

rule A-73
Rule statements A-73
Cache statement attributes A-74
Functions A-75
Variable operands A-77
Binary Operators A-78
Creating a rule A-79
Associating a rule with virtual server A-79
Deleting a rule A-79
Displaying a rule A-79

save A-80

self A-81
Options A-81
Creating self IP addresses A-82

service A-83
Options A-83

snat A-84
Options A-85
Defining a SNAT A-85
Deleting SNAT A-85

stp A-86
Options A-86

summary A-87

trunk A-88
Options A-88
Trunk options example A-89

unit A-90

verbose A-91
Options A-91

verify A-92

version A-93

virtual A-94
Options A-94
Defining a virtual server using pools and rules A-96
Defining a virtual server with a wildcard port A-96
Deleting a virtual server A-96

vlan A-97
Options A-98

vlangroup A-99
Options A-100

Supported bigdb keys B-1
Using the bigpipe db command B-1
Fail-over and cluster keys B-2
StateMirror keys B-4
Using Gateway Pinger keys B-5
bigd keys B-5
Other keys B-6

BIG-IP® Reference Guide

XVii



Table of Contents

C

Configuration Files
BIG-IP configuration files

Glossary

Index

Xviii



PART |
INTRODUCTION TO THE BIG-IP SYSTEM






Introduction

* Getting started
* Using the Administrator Kit

* Learning more about the BIG-IP product family






Introduction

Getting started

Before you start installing the BIG-IP system, we recommend that you
browse the BIG-IP Solutions Guide and find the load balancing solution
that most closely addresses your needs. If the BIG-IP® unit is running the
3-DNS software module, you may also want to browse the 3-DNS
Administrator Guide to find a wide area load balancing solution. Briefly
review the basic configuration tasks and the few pieces of information, such
as IP addresses and host names, that you should gather in preparation for
completing the tasks.

Once you find your solution and gather the necessary network information,
turn to the Configuration Worksheet and Platform Guide for hardware
installation instructions, and then refer to the BIG-IP Solutions Guide to
follow the steps for setting up your chosen solution.

Choosing a configuration tool

The Setup utility

The BIG-IP system offers both web-based and command line configuration
tools, so that users can work in the environment that they are most
comfortable with.

All users need to use the Setup utility (formerly known as First-Time Boot
utility). This utility walks you through the initial system set up. You can run
the Setup utility from the command line, or from a web browser. The Setup
utility prompts you to enter basic system information including a root
password and the IP addresses that will be assigned to the network
interfaces. For more information, see Chapter 2, Using the Setup Utility.

The Configuration utility

The Configuration utility is a web-based application that you use to
configure and monitor the load balancing setup on the BIG-IP system. Once
you complete the instructions for the Setup utility described in this guide,
you can use the Configuration utility to perform additional configuration
steps necessary for your chosen load balancing solution. In the
Configuration utility, you can also monitor current system performance, and
download administrative tools such as the SNMP MIBs or the SSH client.
The Configuration utility requires Netscape® Navigator version 4.7x, or
Microsoft® Internet Explorer version 5.0, 5.5, or 6.0.

The bigpipe and bigtop command line utilities

The bigpipe™ utility is the command line counter-part to the Configuration
utility. Using bigpipe commands, you can configure virtual servers, open
ports to network traffic, and configure a wide variety of features. To monitor
the BIG-IP system, you can use certain bigpipe commands, or you can use

BIG-IP® Reference Guide
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the bigtop™ utility, which provides real-time system monitoring. You can
use the command line utilities directly on the BIG-IP system console, or you
can run commands using a remote shell, such as the SSH client or a Telnet
client. For detailed information about the bigpipe command line syntax, see
Appendix A bigpipe Command Reference.

Using the Administrator Kit

The BIG-IP Administrator Kit provides all of the documentation you need in
order to work with the BIG-IP system. The information is organized into the
guides described below. The following printed documentation is included
with the BIG-IP unit.

¢ Configuration Worksheet
This worksheet provides you with a place to plan the basic configuration
for the BIG-IP system.

The following guides are available in PDF format from the CD-ROM
provided with the BIG-IP system. These guides are also available from the
first Web page you see when you log in to the administrative web server on
the BIG-IP system.

« Platform Guide
This guide includes information about the BIG-IP unit. It also contains
important environmental warnings.

¢ BIG-IP Solutions Guide
This guide provides examples of common load balancing solutions.
Before you begin installing the hardware, we recommend that you
browse this guide to find the load balancing solution that works best for
you.

¢ BIG-IP Reference Guide
This guide provides detailed configuration information for the BIG-IP
system. It also provides syntax information for bigpipe commands, other
command line utilities, configuration files, system utilities, and
monitoring and administration information.

¢ 3-DNS Administrator and Reference Guides
If your BIG-IP system includes the optional 3-DNS module, your
administrator kit also includes manuals for using the 3-DNS module. The
3-DNS Administrator Guide provides wide area load balancing solutions
and general administrative information. The 3-DNS Reference Guide
provides information about configuration file syntax and system utilities
specific to the 3-DNS module.

¢ BIG-IP Link Controller Solutions Guide
This guide provides examples of common link load balancing solutions
using the Link Controller. Before you begin installing the hardware, we
recommend that you browse this guide to find the load balancing solution
that works best for you.

Introduction - 2
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Stylistic conventions

To help you easily identify and understand important information, our
documentation uses the stylistic conventions described below.

Using the solution examples

All examples in this documentation use only non-routable IP addresses.
When you set up the solutions we describe, you must use IP addresses
suitable to your own network in place of our sample addresses.

Identifying new terms

To help you identify sections where a term is defined, the term itself is
shown in bold italic text. For example, a virfual server is a specific
combination of a virtual address and virtual port, associated with a content
site that is managed by a BIG-IP system or other type of host server.

Identifying references to objects, names, and commands

We apply bold text to a variety of items to help you easily pick them out of a
block of text. These items include web addresses, IP addresses, utility
names, and portions of commands, such as variables and keywords. For
example, with the bigpipe pool <pool_name> show command, you can
specify a specific pool to show by specifying a pool name for the
<pool_name> variable.

Identifying references to other documents

We use italic text to denote a reference to another document. In references
where we provide the name of a book as well as a specific chapter or section
in the book, we show the book name in bold, italic text, and the
chapter/section name in italic text to help quickly differentiate the two. For
example, you can find information about bigpipe commands in Appendix A
bigpipe Command Reference.

Identifying command syntax

We show complete commands in bold Courier text. Note that we do not
include the corresponding screen prompt, unless the command is shown in a
figure that depicts an entire command line screen. For example, the
following command shows the configuration of the specified pool name:

bigpipe pool <pool_name> show
or

b pool <pool_name> show

BIG-IP® Reference Guide Introduction - 3
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Table Introduction.1 explains additional special conventions used in
command line syntax.

Iltem in text Description
\ Indicates that the command continues on the following line, and that users should type the entire
command without typing a line break.
<> Identifies a user-defined parameter. For example, if the command has <your name>, type in your

[]

name, but do not include the brackets.
Separates parts of a command.
Indicates that syntax inside the brackets is optional.

Indicates that you can type a series of items.

Table Introduction.1 Command line syntax conventions

Finding additional help and technical support resources

You can find additional technical information about this product in the
following locations:

¢ Release notes
Release notes for the current version of this product are available from
the product web server home page, and are also available on the technical
support site. The release notes contain the latest information for the
current version, including a list of new features and enhancements, a list
of fixes, and, in some cases, a list of known issues.

¢ Online help
You can find help online in three different locations:

* The web server on the product has PDF versions of the guides
included in the Administrator Kit.

¢ The web-based Configuration utility has online help for each screen.
Simply click the Help button.

* Individual bigpipe commands have online help, including command
syntax and examples, in standard UNIX man page format. Simply
type the command followed by the word help, and the BIG-IP system
displays the syntax and usage associated with the command.

¢ Third-party documentation for software add-ons
The BIG-IP distribution CD contains online documentation for all
third-party software.

Introduction - 4
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¢ Technical support through the World Wide Web
The F5 Networks Technical Support web site, http://tech.f5.com,
provides the latest technical notes, answers to frequently asked questions,
updates for administrator guides (in PDF format), and the Ask F5 natural
language question and answer engine.

’ Note

All references to hardware platforms in this guide refer specifically to
systems supplied by F5 Networks, Inc. If your hardware was supplied by
another vendor and you have hardware-related questions, please refer to
the documentation from that vendor.

BIG-IP® Reference Guide

Introduction - 5



PART | INTRODUCTION TO THE BIG-IP SYSTEM

Learning more about the BIG-IP product family

The BIG-IP platform offers many different software systems. These systems
can be stand-alone, or can run in redundant systems, with the exception of
the BIG-IP e-Commerce Controller, which is only available as a stand-alone
system. You can easily upgrade from any special-purpose BIG-IP system to
the BIG-IP HA software, which supports all BIG-IP features.

¢ The BIG-IP system
The BIG-IP HA, HA+, and 5000 software provides the full suite of local
area load balancing functionality. The BIG-IP unit also has an optional
3-DNS software module which supports wide-area load balancing.

¢ The BIG-IP Link Controller
The complete version of the BIG-IP software provides the full suite of
local area load balancing functionality. The BIG-IP unit also has an
optional 3-DNS software module which supports wide-area load
balancing.

¢ The BIG-IP e-Commerce Controller
The BIG-IP e-Commerce Controller uses SSL acceleration technology to
increase the speed and reliability of the secure connections that drive
e-commerce sites.

¢ The BIG-IP special purpose products
The special purpose BIG-IP system provides the ability to choose from
three different BIG-IP feature sets. When you run the Setup utility, you
specify one of three types:

* The BIG-IP Load Balancer
The BIG-IP Load Balancer provides basic load balancing features.

* The BIG-IP FireGuard
The BIG-IP FireGuard provides load balancing features that
maximize the efficiency and performance of a group of firewalls.

e The BIG-IP Cache Controller
The BIG-IP Cache Controller uses content-aware traffic direction to
maximize the efficiency and performance of a group of cache servers.
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Introducing the BIG-IP system

This chapter provides a brief overview of the BIG-IP system, and the
configuration and monitoring tasks associated with it as an introduction to
the chapters that follow. (For an overview of BIG-IP system functionality
with sample solutions, see Chapter 1 of the BIG-IP Solutions Guide.)

This chapter is organized as follows:
*  What is a BIG-IP system?

* Configuring the BIG-IP system

* Monitoring the BIG-IP system

* The BIG-IP system user interface

BIG-IP® Reference Guide
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What is a BIG-IP system!?

The BIG-IP system is an Internet device used to implement a wide variety of
load balancing and other network traffic solutions, including intelligent
cache content determination and SSL acceleration.

Figure 1.1 shows the most basic kind of BIG-IP system configuration. In it,
the unit sits between a router and an array of content servers, and load
balances inbound Internet traffic across those servers. (For an introduction
to more complex solutions, including load balancing of outbound traffic
across firewalls and routers, see the BIG-IP Solutions Guide, Chapter 1,
Overview.)

Router

External VLAN Virtual Server
www. MySite.com
192.168.200.10:http

my_pool
Internal VLAN
Ethernet
HTTPl
10.12.11.20:80 10.12.11.21:80 10.12.11.22:80

Figure 1.1 A basic configuration

Insertion of the BIG-IP system, with its minimum of two interfaces, divides
the network into an external VLAN and an internal VLAN. (Both VLANs
can be on a single IP network, so that inserting the BIG-IP system does not
require you to change the IP addressing of the network.) The nodes on the
external VLAN are routable. The nodes on the internal VLAN, however, are
hidden behind the BIG-IP system. What appears in their place is a
user-defined virtual server. It is this virtual server that receives requests and
distributes them among the physical servers, which are now members of a
load-balancing pool.
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The key to load balancing through a virtual server is address translation, and
setting the BIG-IP system address as the default route. By default, the
virtual server translates the destination address of the incoming packet to
that of the destination network device, making it the source address of the
reply packet. The reply packet returns to the BIG-IP system as the default
route, and the BIG-IP system translates its source address back to that of the
virtual server. (For outbound traffic, address translation can be modified or
disabled to give internal nodes visibility to the Internet.)

As you could to the physical network itself, you can add software entities
like virtual servers and load balancing pools to the BIG-IP system, along
with any properties associated with them (like load balancing methods for
pools). Adding hardware and software components to the BIG-IP system is
referred to collectively as configuration.
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Configuration

Configuration is setting up the BIG-IP system to perform load balancing
and other functions on an ongoing basis. You configure the BIG-IP system
when it is first installed, and later as required by changing needs or changes
in the network itself. For convenience, the BIG-IP system configuration can
be considered as having the following components:

* Hardware configuration
* Base network configuration

* High-level network configuration

Figure 1.2 shows how these three kinds of configuration relate to one
another.

i
Router o
Virutal S .| Interface: 4.1
irutal Servers: | oo

10.11.11.10:htt|p e com
my_pooll VLAN: external
10.1L1LILAMD | goi1p90 91,111
011 lefzjﬁt% mask: 255.255.255.0
e ool | beast 10.1111.255
Default route:
10.11.11.2

bor  ®)

Interface: 5.1 Interface: 6.1 Interface: 7.1
VLAN: internall VLAN: internal2 VLAN: internal3
Self IP:10.12.11.1 Self IP:10.12.12.1 Self 1P:10.12.13.1

10.12.11.20 10.12.11.21 10.12.12.20 10.12.1221 10.12.13.20 10.12.13.21
my_pooll my_pool2 my_pool3

Figure 1.2 Hardware configuration with base and high-level networks
superimposed.

Hardware configuration

The hardware configuration includes all physical devices and connections in
Figure 1.2. That is, the configuration includes the entire physical network. In
this case, the configuration consists of a BIG-IP system with four interfaces,
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one external and three internal, with each internal interface having its own
Ethernet connecting to two physical servers. Solution-specific hardware
configuration is provided in the BIG-IP Solutions Guide.

Base network configuration

The base network consists of the BIG-IP system interfaces and the domain
names, self [P addresses, VLANSs, and optional trunks that are built on them.
Figure 1.2 shows this as italicized text. (In the example, the three internal
interfaces are assigned to three separate VLANS, each with its own self IP
address including netmask and broadcast address. If this were a BIG-IP
redundant system, there would be additional floating self IP addresses for
sharing.) When you run the Setup utility as the last part of your initial
hardware installation and fill in the required fields, you are configuring the
base network.

After you complete the Setup utility, you have, at a minimum, the two
default VLANS (external and internal), domain names, and self IP addresses
with netmask and broadcast addresses. Among other things, this base
configuration enables you to access the BIG-IP system from a remote host
using SSH or HTTPS and in this way gain access to both the command line
interface and the browser-based Configuration utility.

At this point, you might want to further configure the base network by
performing tasks such as changing settings, adding VLANs with tagged
interfaces, creating additional floating self IP addresses, and performing link
aggregation. These additional configurations are solution-dependent and can
be extensive, particularly if you have more than two interfaces on your
default internal VLAN. (If, for example, you were hosting three customers,
as in Figure 1.2, but were using a single interface with an external switch,
you would need to segment what was originally the default internal VLAN
into three separate tagged VLANS.)

You may also re-run the Setup utility in its entirety or use its various
sub-utilities. For more information on these base configuration utilities, see
Chapter 2, Using the Setup Utility.
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High-level network configuration

Once a base network exists and you have administrative access to the
BIG-IP system and at least a default VLAN assignment for each interface,
the next step is to configure a network for the web servers to be load
balanced. Figure 1.2 shows the high-level network in non-italicized text.
The network includes the server nodes, the pools containing those nodes,
and the virtual servers that represent the pools to the client.

Just as the base network is built on the BIG-IP system interfaces, the
high-level network is built on the load balancing pool. Until there is a pool,
there are no nodes to load balance. Once a pool exists, nodes come into
existence as members of that pool, and can receive traffic through a virtual
server. The high-level network also includes the properties attaching to
pools, virtual servers, and nodes, such as persistence (a pool property), and
any pool selection criteria as expressed in a rule. The high-level network can
also include proxies for SSL and akamaization, NATs, SNATS, and health
monitor associations for specific nodes or all nodes.

Global settings and filters

Global settings and filters are part of the configuration that belongs to
neither the base network nor the high-level network.

Global settings are settings that are system wide rather than applicable only
to specific objects. Global settings are documented in the description of the
bigpipe global command, in Appendix A, bigpipe Command Reference.

Filters include IP and Rate filters, and are covered in Chapter 13, Filters.

Monitoring and administration

Monitoring and administration refer to the day-by-day tasks of observing
traffic, gathering statistics, managing BIG-IP user accounts, and removing
and returning items to service. Various utilities provide statistics in a variety
of formats and may be global or specific to certain elements of the network,
such as virtual servers, nodes, NATs, SNATS, or services.
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The BIG-IP system user interface

The user interface to the BIG-IP system consists primarily of the web-based
Configuration utility and the command line utility bigpipe.

The Configuration utility

The Configuration utility resides in the BIG-IP system internal web server.
You can access it through the administrative interface on the BIG-IP system

using Netscape® Navigator version 4.7x, or Microsoft® Internet Explorer
version 5.0, 5.5, or 6.0.

The Configuration utility shown in Figure 1.3 first appears displaying the
Network Map with any existing nodes and virtual servers. The
Configuration utility thus provides an instant overview of your high-level

network as it is currently configured. (You can view the base network by
clicking System on the navigation pane.)

/3 Configuration Utility - Microsoft Intemet Explorer

J_.e Edt ‘iew Favoitss Took Help

| Addiess [&1 htps#711.11.11 1 figpguisbigeont cai =] @60
| Links £ Customiz Links €] Free Hotmal &7 windows
= v __ i

ﬁ “ [ h H H H raisin.mydomain.com BIGIP

& -
@ Properties \ € Advanced Properties \ Network Map \ Redundant Properti
Sy ctem . .
. Click a virtual server, node address, rule, or pool lo view i1s properiies
Virtual Servers

B Pools Refrash

FE 3,:"?: ‘ Node Addresses
PI Proxies ‘911.12.11.20 ‘911.12.11.21 |.§"11.12.11.22
Network
¥ Filters
Monitors Virtual Servers and Nodes
™ BlGpipe
2% Statistics
o Log Files ‘0=
% System Admin ‘08 11.12.11.22:80
18 11.12.11.20:80
"= 11.12.11.21:80

192.168.200.10:30
Pool: my_pool

el

[ 2 [ ntemet 4

£3]

Figure 1.3 Configuration utility System screen
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The left pane of the screen, referred to as the navigation pane, contains
links to Virtual Servers, Nodes, Pools, Rules, NATs, Proxies, Network,
Filters, and Monitors. These screens appear in the right pane. The
navigation pane also contains links to screens for monitoring and system
administration (Statistics, Log Files, and System Admin).

The bigpipe command line interface

You can access the bigpipe command line utility on a BIG-IP system with
connections for a monitor and keyboard. For a system without a monitor and
keyboard attached, like the IP Application Switch, you can access bigpipe
through an SSH shell from a remote administrative host.

To give an example of a configuration using the bigpipe command line
utility, the same pool shown in Figure 1.4 in the Add Pool screen would be
configured at the command line as follows:

b pool my pool { member 11.12.11.210:80 member 11.12.11.21:80 member 11.12.11.22:80 }

The bigip.conf file

(Note that you can use b or bp as shorthand for bigpipe.) For convenience,
long commands like this can be entered using backslash breaks:

b pool my pool { \

member 11.12.11.20:80 \

member 11.12.11.21:80 \

member 11.12.11.22:80 }

Regardless of which utility you use to configure a pool, virtual server,
proxy, or other BIG-IP object, the configuration data is entered into the
configuration file /config/bigip.conf. This produces an entry in that file like
the one shown in Figure 1.4. As a third configuration option, you can also
edit this file directly using a text editor like vi or pico.

pool my_pool {
member 11.12.11.20:80
member 11.12.11.21:80
member 11.12.11.22:80
}

Figure 1.4 Pool definition in bigip.conf

When you run the Setup utility, the objects created in the base network are
placed in a separate file of the same format, /config/bigip_base.conf.
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Creating the initial software configuration with the

Setup utility

Once you install and connect the hardware and obtain a license, the next step
in the installation process is to turn the system on and run the Setup utility.
The Setup utility defines the initial configuration settings required to install
the BIG-IP system into the network. You can run the Setup utility remotely
from a web browser, or from an SSH or Telnet client, or you can run it
directly from the console.

Before you connect to the unit, we recommend that you gather the list of
information outlined in the configuration worksheet provided with the
BIG-IP system. Note that the screens you see are tailored to the specific
hardware and software configuration that you have. For example, if you
have a stand-alone system, the Setup utility skips the redundant system
screens.

Once you have configured the base network elements with the Setup utility,
you might want to further enhance the configuration of these elements. For
additional information about these configuration tasks, see Chapter 3,
Post-Setup Tasks.

4@ WARNING

The license file installed on the system must be compatible with the latest
version of the BIG-IP software before you run the Setup utility. If it is not,
you must update the license using the registration key provided to you by
your vendor. If you do not have a registration key, please contact your
vendor to obtain one. If you choose to continue without obtaining a license,
the BIG-IP software will not be fully functional.
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Connecting to the BIG-IP system for the first time

The Setup utility prompts you to enter the same information, whether you
run the utility from a web browser, or from the command line. If you run the
utility from the console, no reboot is necessary; if you run the utility from
the web, the unit reboots automatically; if you run the utility from an SSH
client, we recommend that you reboot the unit after you complete the setup.
This reboot automatically removes the default IP address and root password
provided specifically for the purposes of running the Setup utility remotely.
The BIG-IP software replaces the default IP address and root password with
the password and IP addresses that you define while running the utility.

Running the utility from the console or serial terminal

Before you can run the Setup utility from either the console or a serial
terminal, you must first log in. Use the following default user name and
password to log in.

Username: root
Password: default

After you log in, you can start the utility directly from the console or serial
terminal by typing the command setup.

Running the Setup utility remotely

You can run the Setup utility remotely only from a workstation that is on the
same LAN as the unit. To allow remote connections for the Setup utility, the
BIG-IP software comes with two pre-defined IP addresses, and a
pre-defined root password. The default root password is default, and the
preferred default IP address is 192.168.1.245. If this IP address is unsuitable
for your network, the BIG-IP software uses an alternate IP address,
192.168.245.245. However, if you define an IP alias on an administrative
workstation in the same IP network as the BIG-IP system, the unit detects
the network of the alias and uses the corresponding default IP address.

Once the utility finishes and the system reboots, these default IP addresses
are replaced by the information that you entered in the Setup utility.

Setting up an IP alias for the default IP address before you start the unit

You must set up an IP alias for your remote workstation before you turn on
the unit and start the Setup utility. The remote workstation must be on the
same IP network as the unit. If you add this alias prior to booting up the
BIG-IP system, the unit detects the alias and uses the corresponding address.
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To set up an IP alias for the alternate IP address

The IP alias must be in the same network as the default IP address you want
the BIG-IP system to use. For example, on a UNIX workstation, you might
create one of the following aliases:

« If you want the unit to use the default IP address 192.168.1.245, then add
an IP alias to the machine you want to use to connect to the unit using the
following command:

ifconfig exp0 add 192.168.1.1

« If you want to use the default IP address 192.168.245.245, then add an IP
alias such as:

ifconfig exp0 add 192.168.245.1

4@ WARNING

On Microsoft Windows® or Windows NT® machines, you must use a static
IP address, not DHCP. Within the network configuration, add an IP alias in
the same network as the IP address in use on the unit. For information
about adding a static IP address to a Microsoft Windows operating system,
please refer to the vendor’s documentation.

Determining which default IP address is in use

After you configure an IP alias on the administrative workstation in the
same IP network as the BIG-IP system and you turn the system on, the
BIG-IP software sends ARPs on the internal VLAN to see if the preferred
192.168.1.245 IP address is in use. If the address is appropriate for your
network and is currently available, the BIG-IP software assigns it to the
internal VLAN. You can immediately use it to connect to the unit and start
the Setup utility.

If the alternate network is present on the LAN, 192.168.245.0/24, or if the
node address 192.168.1.245 is in use, then the BIG-IP software assigns the
alternate IP address 192.168.245.245 to the internal VLAN instead.

Starting the utility from a web browser

When you start the utility from a web browser, you use the selected default
IP address as the application URL.

To start the Setup utility in a web browser

1. Open a web browser on a workstation connected to the same IP
network as the internal VLAN of the unit.

2. Type the following URL, where <default IP> is the IP address in
use on the BIG-IP internal VLAN.
https://<default IP>

3. At the login prompt, type root for the user name, and default for the
password.
The Configuration Status screen opens.
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On the Configuration Status screen, click Setup Utility.

Fill out each screen using the information from the Setup utility
configuration list. After you complete the Setup utility, the BIG-IP
system reboots and uses the new settings you defined.

‘ Note

You can rerun the Setup utility from a web browser at any time by clicking
the Setup utility link on the welcome screen.

Starting the utility from the command line

You can run the command line version of the Setup utility from the console
or serial terminal, or from a remote SSH client, or from a Telnet client.

To start the Setup utility from the console

1.

At the login prompt, type root for the user name, and default for the
password.

At the BIG-IP prompt, type the following command to start the
command-line based Setup utility.

setup

Fill out each screen using the information from the Configuration

worksheet. After you complete the Setup utility, the BIG-IP system
uses the new settings you defined.

To start the Setup utility from the command line from a
remote administrative workstation

1.

Start an SSH client on a workstation connected to the same IP
network as the internal VLAN of the unit. (See Chapter 3,
Post-Setup Tasks, for information on downloading the SSH client
from the BIG-IP system.)

Type the following command, where <default IP> is the IP address
in use on the BIG-IP internal VLAN.
ssh <default IP>

At the login prompt, type root for the user name, and default for the
password.

At the BIG-IP prompt, type the following command to start the
command-line based Setup utility.

setup

. Fill out each screen using the information from the Configuration

worksheet. After you complete the Setup utility, reboot the BIG-IP
system by typing the following command:

reboot
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’ Note

You can rerun the Setup utility at any time using the setup command.

Using the Setup utility for the first time

Keyboard type

The following sections provide detailed information about the settings that
you define in the Setup utility.

Select the type of keyboard you want to use with the BIG-IP system. The
following options are available:

Belgian

Bulgarian MIK
French

German

Japanese - 106 key
Norwegian
Spanish

Swedish

US + Cyrillic

US - Standard 101 key (default)
United Kingdom
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Product selection

Root password

Host name

If you are configuring a BIG-IP Cache Controller, BIG-IP FireGuard, or
BIG-IP LB Controller, you must now select one of these three as your
product. When you have made your selection, the features supported by that
product are enabled.

’ Note

You may change your product selection at a later time by running the
command line version of the Setup utility and selecting the Select type of
BIG-IP option.

€@ WARNING

Once you have configured your system based on one of the three product
selections (BIG-IP Cache Controller, BIG-IP FireGuard, or BIG-IP LB
Controller), changing the product selection will most likely invalidate that
configuration. Therefore, you need to change and update your configuration
after you have rebooted the system under the new product selection.

A root password allows you command line administrative access to the
BIG-IP system. We recommend that the password contain a minimum of 6
characters, but no more than 32 characters. Passwords are case-sensitive,
and we recommend that your password contain a combination of upper- and
lower-case characters, as well as numbers and special characters (for
example, ! @#$% " &*). Once you enter a password, the Setup utility
prompts you to confirm your root password by typing it again. If the two
passwords match, your password is immediately saved. If the two passwords
do not match, the Setup utility provides an error message and prompts you
to re-enter your password.

The host name identifies the BIG-IP system itself. Host names must be fully
qualified domain names (FQDNs). The host portion of the name must start
with a letter, and must be at least two characters. The FQDN must be less
than or equal to 256 characters, but not less than 1 character. Each label part
of the name must be 63 characters or fewer. Only letters, numbers, and the
characters underscore ( _ ), dash ( - ), and period ( . ) are allowed. For
example:

<host 63 characters or less>.<label 63 characters or less>.net
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4@ WARNING

You should only change the host name of the system with the Setup utility.
Editing /etc/hosts, or using the hostname command to change the host name
renders the system inaccessible.

Redundant system settings

Unit IDs

There are three types of settings you need to define for redundant systems:
unit IDs, fail-over IP addresses, and fail-over type.

The default unit ID number is 1. If this is the first unit in the redundant
system, use the default. When you configure the second unit in the system,
type 2. These unit IDs are used for active-active redundant configuration.

Choosing a fail-over IP address

Fail-over type

A fail-over IP address is the IP address of the unit that takes over if the
current unit fails. Type in the IP address configured on the internal interface
of the other BIG-IP unit in the redundant system.

There are two types of fail-over to choose from: hard-wired fail-over, and
network fail-over. Choose hard-wired fail-over if you plan to connect the
units together with the fail-over cable provided with the redundant system.
Choose network fail-over if you plan to use the network that the units are
connected to for fail-over functionality.

’ Note

Hard-wired fail-over is only available if the platform supports hard-wired
fail-over.
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Setting the interface media type

Configure media settings for each interface. The media type options depend
on the network interface card included in your hardware configuration. The
Setup utility prompts you with the settings that apply to the interface
installed in the unit. The BIG-IP system supports the following types:

* auto

* 10baseT

e 10baseT, FDX

* 100baseTX

e 100baseTX, FDX
* Gigabit Ethernet

’ Note

For best results, choose the auto setting. In some cases, devices configured
for the auto media are incompatible, and the proper duplex setting will not
be negotiated. In these cases you may need to set the media settings to the
same speed and duplex on this device and the corresponding switch or host.
Check your switch or hub documentation for this information.

€@ WARNING

The configuration utility lists only the network interface devices that it
detects during system boot. If the utility lists fewer interface devices than
you expected, a network adapter may have come loose during shipping.
Check the LED indicators on the network adapters to ensure that they are
working and are connected.
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Configuring VLANs and IP addresses

You can create a new VLAN or use the default VLANS to create the BIG-IP
system configuration.

Determine whether you want to have security enabled for a VLAN, or
disabled for the VLAN. Then, type the IP address settings for the VLAN.
The IP address settings include:

* Port Lockdown settings
e JP address, netmask, and broadcast

* Floating self IP address, netmask, and broadcast

’ Note

We recommend that you set the floating self IP address as the default route
for target devices, such as servers. The floating self IP address is owned by
the active unit in an active/standby configuration.

‘ Note

The IP address of the external VLAN is not the IP address of your site or
sites. The IP addresses of the sites themselves are specified by the virtual IP
addresses associated with each virtual server you configure.

Assigning interfaces to VLANSs

After you configure the VLANS that you want to use on the BIG-IP system,
you can assign interfaces to the VLANS. If you use the default internal and
external VLANSs, we recommend that you assign at least one interface to the
external VLAN, and at least one interface to the internal VLAN. The
external VLAN is the one on which the BIG-IP system receives connection
requests. The internal VLAN is typically the one that is connected to the
network of servers, firewalls, or other equipment that the BIG-IP system
load balances.

Associating the primary IP address and VLAN with the host name

After you assign interfaces to VLANS, and if you have more than one
VLAN defined, you can choose one VLAN/IP address combination as the
primary IP address to associate with the unit host name.
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Configuring a default gateway pool

If a BIG-IP system does not have a predefined route for network traffic, the
unit automatically sends traffic to the pool that you define as the default
gateway pool. You can think of the default gateway pool as a pool of default
routes. Typically, a default gateway pool is set to two or more gateway IP
addresses. If you type more than one default gateway IP address, the
additional gateways provide high availability for administrative
connections. The first address you type becomes the default route. If a
gateway in the default gateway pool becomes inactive, existing connections
through the inactive gateway are routed through another gateway in the
default gateway pool. If you type one IP address, no pool is created and that
address is entered as the default route.

4@ WARNING

All default gateway IP addresses you add to the default gateway pool must
be in the same IP network as the BIG-IP system.

Configuring remote web server access

The BIG-IP web server provides the ability to set up remote web access on
each VLAN. When you set up web access on a VLAN, you can connect to
the web-based configuration utility through the VLAN. To enable web
access, specify a fully qualified domain name (FQDN) for each VLAN. The
BIG-IP web server configuration also requires that you define a password
for the admin user. If SSL is available, the configuration also generates
authentication certificates.

’ Note

If the host name portion of the FODN is greater than 64 characters, the
BIG-IP software cannot use it for the web server FODN.

The Setup utility guides you through a series of screens to set up remote web
access.

* The first screen prompts you to select the VLAN you want to configure
for web access. After you select an interface to configure, the utility
prompts you to type a fully qualified domain name (FQDN) for the
interface. You can configure web access on one or more interfaces.

* After you configure the interface, the utility prompts you for a password
for the admin user account.

» After you type a password for the admin user account, you have the
option to type the IP addresses from which web-interface connections are
allowed.

» After you type the IP addresses that are allowed to access the unit with
the admin account, the certification screen prompts you for country,
state, city, company, and division.
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4@ WARNING

If you ever change the IP addresses or host names on the BIG-IP interfaces,
you must reconfigure the BIG-IP web server and the portal to reflect your
new settings.

4@ WARNING

You should only add users, or change passwords for existing users, through
the Configuration utility.

4@ WARNING

If you have modified the remote web server configuration outside of the
Configuration utility, be aware that some changes may be lost when you run
the Setup utility. This utility overwrites the httpd.conf file and openssl.conf.

Configuring remote administrative access

After you configure remote web access, the Setup utility prompts you to
configure remote command line access. On most BIG-IP units, the first
screen you see is the Configure SSH screen, which prompts you to type an
IP address for SSH command line access. If SSH is not available, you are
prompted to configure access through Telnet, RSH, and FTP instead.

When the Setup utility prompts you to enter an IP address for
administration, you can type a single IP address or a list of IP addresses,
from which the BIG-IP system will accept administrative connections
(either remote shell connections, or connections to the web server on the
BIG-IP system). To specify a range of IP addresses, you can use the asterisk
(*) as a wildcard character in the IP addresses.

The following example allows remote administration from all hosts on the
192.168.2.0/24 network:

192.168.2.*

’ Note

For administration purposes, you can connect to the BIG-IP floating self IP
address, which always connects you to the active unit in an active/standby
redundant system. To connect to a specific unit, connect directly to the IP
addpress of that BIG-IP unit.

Setting support access

Next, the Setup utility prompts you to set up a support access account. If you
would like to activate a support access account to allow your vendor access
to the BIG-IP unit, type a password for the support account. Next, select the
access type you want for the support account.
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Setting the time zone

Next, you need to specify your time zone. This ensures that the clock for the
BIG-IP system is set correctly, and that dates and times recorded in log files
correspond to the time zone of the system administrator. Scroll through the
list to find the time zone at your location. Note that one option may appear
with multiple names. Select the time zone you want to use, and press the
Enter key to continue.

Configuring NTP support

You can synchronize the time on the unit to a public time server by using
Network Time Protocol (NTP). NTP is built on top of TCP/IP and assures
accurate, local timekeeping with reference to clocks located on the Internet.
This protocol is capable of synchronizing distributed clocks, within
milliseconds, over long periods of time. If you choose to enable NTP, make
sure UDP port 123 is open in both directions when the unit is behind a
firewall.

Configuring the DNS proxy forwarding settings

This option is only available if you do not have the 3-DNS module installed.
You need to complete this step only if you want machines inside the
network load-balanced by the BIG-IP system to use DNS servers outside of
that network (for example, for reverse DNS lookup from a web server).

Specify the DNS name server and domain name for DNS proxy forwarding
by the BIG-IP system. For more information on DNS proxy forwarding, see
Chapter 3, Post-Setup Tasks.

If you have the 3-DNS module installed, please refer to the 3-DNS
documentation for more information about configuring DNS.

Activating one-time auto-discovery

The one-time auto-discovery option can automatically detect configuration
information for the local system. One-time auto-discovery can also detect
configuration information for the local system’s peer unit if you are
configuring a redundant system. One-time auto-discovery has two parts:
auto-discovery for local server information, and auto-discovery for links.
One-time auto-discovery for the local system detects the self IPs and virtual
servers. One-time auto-discovery for links detects the routers and links in
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the same data center as the local system. Note that you must activate the
one-time auto-discovery for the local server option if you want to activate
the one-time auto-discovery option for links.

‘ Important

You see the auto-discovery options only if you configuring one of the
following systems: standalone Link Controller, BIG-IP system with the Link
Controller module, BIG-IP system with the 3-DNS module.

Configuring user authentication

When you run the Setup utility, you can configure authentication for BIG-IP
system user accounts either through an external LDAP, RADIUS, or RSA
SecurID® server, or locally on the BIG-IP system. The following sections
describe these authentication options.

’ Note

The root and admin accounts are always authenticated locally.

Using the local LDAP database only

When you run the Setup utility, you are not required to configure an external
LDAP, RADIUS, or RSA SecurID database to manage user authentication.
Instead, you can use the default authentication mechanism, which is the
BIG-IP system’s local LDAP database. In this case, the local LDAP
database manages not only authorization for the BIG-IP system users, but
also authentication. All users subsequently attempting to log on to a BIG-IP
system must enter a user name and password, which are checked against
user data stored in the local database. If the user name and password are
found and verified in that database, the user is authenticated.

Configuring the unit to use an external LDAP, RADIUS or RSA SecurlD

authentication server

When you run the Setup utility, you can configure an external (remote)
server, (LDAP, RADIUS, or RSA SecurID), to manage user authentication
for the BIG-IP system. When you choose this configuration option, all users
subsequently attempting to log on to a BIG-IP system must enter a user
name and password, which are checked against user data stored in that
external database. If the user name and password are found and verified in
that database, the user is authenticated.

’ Note

In the event that authentication fails with an external LDAP, RADIUS or
RSA SecurlD server, you can log in with accounts locally, such as the root
and admin accounts.

BIG-IP® Reference Guide
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Configuring external LDAP authentication

When you configure the unit to use an external LDAP server for user
authentication you need the following information:

The IP address of the LDAP server, or the IP address of the primary
server if you have more than one LDAP server.

The base distinguished name of each LDAP server. This name must be
the same for each server.

Optionally, the user name of the account that you want to bind to the
LDAP server as the search account. The search account is a read-only
account used to do searches. This account must be able to access
passwords. If you have more than one LDAP server, this account must be
the same on each server.

If you configure an LDAP search account, you need the password for the
that account. If you have more than one LDAP server, you must use the
same search account and password.

After you configure external authentication, you need to set the
authorization level, or role, for each user you want to allow to access the
controller. You can do this after you complete the Setup utility. Add an
account and role for each user in the User Administration screen of the
Configuration utility. Since the external authentication server handles the
password authentication, you do not need to enter a password for these
users. For detailed instructions on setting roles for users, see Managing
user accounts, on page 18-25.

Configuring external RADIUS authentication

When you configure the unit to use an external RADIUS server for user
authentication you need the following information:

The IP address of the RADIUS server, or the IP address of the primary
server and secondary server if you have more than one RADIUS server.

The port configured for RADIUS traffic on your RADIUS server.
Typically, the port configured for RADIUS is port 1645, the traditional
RADIUS port, or port 1812, the new official RADIUS port.

The primary RADIUS secret, and if you have a secondary RADIUS
server, the secondary RADIUS secret.

After you configure external authentication, you need to set the
authorization level, or role, for each user you want to allow to access the
controller. You can do this after you complete the Setup utility. Add an
account and role for each user in the User Administration screen of the
Configuration utility. Since the external authentication server handles the
password authentication, you do not need to enter a password for these
users. For detailed instructions on setting roles for users, see Managing
user accounts, on page 18-25.
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Configuring RSA SecurlD authentication

You can enable RSA SecurID® authentication from the command line
version of the Setup utility only. Once you enable RSA SecurID
authentication on the BIG-IP system using the Setup utility, you must use
the web-based Configuration utility to complete the configuration.

To complete RSA SecurID configuration using the
Configuration utility

1.

Open a browser session, and in the left pane of the Configuration
utility, click System Admin.
The User Administration screen displays.

Click the RSA SecurID® Authentication Configuration link.
This link displays only if RSA SecurID authentication is enabled on
the BIG-IP system.

The SecurID Configuration screen displays.

To configure remote RSA SecurlD authentication, you need to
install the RSA SecurID authentication configuration file on the
3-DNS system. This file is generated on the RSA ACE/Server, and
is usually called sdconf.rec. You need to transfer the sdconf.rec file
to your windows system before you can import it to the BIG-IP
system.

On the SecurID Configuration screen, click the Browse button to
locate the sdconf.rec file, and click Install to
/config/ace/sdconf.rec to upload the configuration file. For
information on generating the sdconf.rec file, please see the
ACE/Server documentation included with the ACE/Server.

Once you upload the sdconf.rec file to the BIG-IP system, you need
to restart httpd from the command line. Restart httpd, by typing the
following command:

bigstart restart httpd

After you configure external authentication, you need to set the
authorization level, or role, for each user you want to allow to
access the controller. You can do this after you complete the Setup
utility and upload the configuration file. Add an account and role for
each user in the User Administration screen of the Configuration
utility. Since the RSA SecurID authentication server handles the
password authentication, you do not need to enter a password for
these users. For detailed instructions on setting roles for users, see
Managing user accounts, on page 18-25.

BIG-IP® Reference Guide
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Configuring NameSurfer for zone file management

If you have the 3-DNS module installed, you can configure NameSurfer to
handle DNS zone file management. We strongly recommend that you
configure NameSurfer to handle zone file management by selecting
NameSurfer to be the master on the unit. If you select NameSurfer as the
master, NameSurfer converts the DNS zone files on the system, becomes the
authoritative DNS, and automatically processes changes and updates to the
zone files. (You can access the NameSurfer application directly from the
Configuration utility for the 3-DNS module.)
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Running the Setup utility after creating the initial
software configuration

You normally run the Setup utility when the system is first installed as part
of the installation procedure. However, you can also use the command line
Setup utility to change existing settings at any time. This section describes
running the Setup utility to change settings after you run it initially.

To run the Setup utility from the command line, type in the following
command:

setup

After you complete the initial configuration, the Setup utility presents a
menu of individual configuration options.

The Setup utility menu is divided into two different sections. The Setup
utility includes the following required configuration options:

* Set the default gateway pool

* Configure VLANs and networking
* Set host name

* Set the root password

* Configure web servers

» Specify type of BIG-IP system (some versions of the BIG-IP software)

The following configuration selections are optional:
* Configure DNS

* Configure FTP

* Set keyboard type

* Define time servers

* Configure NameSurfer (3-DNS module)

* Initialize the iControl portal

* Configure RSH

* Configure SSH

* Configure telnetd

» Set time zone

* Remote authentication

» License activation

* Configure remote access (for configuration synchronization)

» Set support access
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lgqg INITIAL SETUP M E N U ggQga99d99aadqdaaaadqaaaaadqaaaaaqaaaaak

Choose the desired configuration function from the list below.

(A) Configure all services (R) Steps for redundant systems
REQUIRED

(E) Set default gateways (V) Configure VLANs & networking
(H) Set host name (W) Configure web servers

(P) Set root password

OPTIONAL

(C) Remote authentication (O) Configure remote access
(D) Configure DNS (S) Configure SSH

(F) Configure FTP (T) Configure Telnetd

(I) Initialize iControl portal (U) Configure RSH

(K) Set keyboard type (Y) Set support access

(L) License Activation (z) Set time zone

(M) Define time servers (Q) Quit

KW XXM X X X X XX X X X X XXX X X XX
KXo X X X X X X X X X X X X ) X XXX

Enter Choice:
mJqdddddddddddddddddddddddddddddddddddddddddddddddddddddddddddddddddddddaddddd]

Figure 2.1 The Setup utility menu. Some of these options may not be available on your system.

Options available only through the Setup utility menu

This section contains descriptions of options that are available only through
the Setup utility menu. These options include:

* Initializing the iControl portal
* Configuring RSH

* Configuring Telnet

* Configuring FTP

Initialize the iControl portal

This option is available in the menu only after you create the initial software
configuration. Select this option to configure the CORBA ports (IIOP and
FSSL). This option prompts you for a list of IP addresses or host names you
want to embed as objects in the Portal object reference. Typically, in a
redundant system, this list includes the fail-over IP address of the other
BIG-IP unit in the redundant system.

This option prompts you to set the Portal to use IP addresses instead of DNS
names. If the Portal is set to use IP addresses, the BIG-IP system does not
have to do a DNS lookup.
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Configuring RSH

Configuring Telnet

Configuring FTP

In addition to these settings, you can change the following iControl portal
settings:

* The security mode of the portal. You can allow the portal to handle
non-secure requests.

* The name of the Portal object reference file.
* The Portal PID file name.

This option is available only in the menu after you create the initial software
configuration. Use this option to configure the remote shell (rshd) server.
This utility prompts you for an IP address from which administrators may
access the BIG-IP system. You can use wildcard characters (*) to include all
addresses from a specific part of the network. This utility also prompts you
to create a support account for access by technical support.

If inetd is not currently configured, this utility configures inetd for the
remote shell server (rshd). If the service port for rsh is closed, this utility
opens the service port to permit rsh connections to the system.

Use this option to configure the Telnet server only on a BIG-IP system. The
Setup utility prompts you to configure each service independently. This
allows you to enable Telnet.

The utility prompts you for a configuration address for each service from
which administrators may access the BIG-IP system. You can use wildcard
characters (*) to include all addresses from a specific part of the network.
This utility also prompts you to create a support account for access by
technical support.

If inetd is not currently configured, this utility configures inetd for the
requested services. If the ports for Telnet are closed, this utility opens the
ports to permit Telnet connections to the BIG-IP system.

Use this option to configure FTP on the BIG-IP system. The Setup utility
prompts you for an IP address from which administrators may access the
BIG-IP system with FTP. You can use wildcard characters (*) to include all
addresses from a specific part of the network. This utility also prompts you
to create a support account for access by technical support.

If the service port for FTP is closed, this utility opens the service port to
permit FTP connections to the BIG-IP system.

BIG-IP® Reference Guide
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Introducing post-setup tasks

Setting up the base network for the BIG-IP system means configuring
elements such as the BIG-IP system host name, a default gateway pool,
interface media settings, and VLANs and self IP addresses. Configuration
tasks for the BIG-IP base network are performed using the BIG-IP Setup
utility. For information on using the Setup utility, see Chapter 2, Using the
Setup Utility.

Once you have configured the base network elements with the Setup utility,
you might want to further enhance the configuration of these elements. This
chapter provides the information you need to perform these additional
configuration tasks. You can perform these tasks using either the
Configuration utility or the bigpipe command.

Elements you might want to further configure after running Setup are:

o Interfaces
You can set the media type and the duplex mode for an interface, as well
as display interface status.

¢ VLANSs
VLAN options include tagging and assigning interfaces to VLANSs. In
addition, you can group separate VLANSs together for the purpose of
bridging packets between them.

+ Self IP addresses
You can change self IP addresses or create any number of additional self
IP addresses for a VLAN.

¢ Additional host names
You can insert additional host names and IP addresses for network
devices into the /etc/hosts file. For example, you can insert host names
for the IP addresses that you will assign to virtual servers, and host
names for standard devices such as your routers, network interface cards,
and servers.

+ SSH console
Configuring an SSH console gives you the ability to use a command line
interface to securely manage your local BIG-IP system.

¢ General networking
You can configure a default route, as well as dynamic routing, DNS, and
email.

¢ Serial terminals
You can add a serial terminal in addition to the console, or you can add a
serial terminal as the console.
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If the BIG-IP system is an IP Application Switch, you also have three other
BIG-IP system features you can configure:

*

Trunks

Trunks are aggregated links. In link aggregation, interfaces can be
combined into a trunk to increase bandwidth in an additive manner. The
other benefit of link aggregation is link fail-over. If one link in a trunk
goes down, traffic is simply redistributed over the remaining links.

Spanning Tree Protocol (STP)

STP domains provide for loop resolution in configurations where one or
more external switches is connected in parallel with an IP Application
Switch.

Port mirroring

This allows you to copy traffic from any interface or set of interfaces on
a BIG-IP system Application Switch to a single, separate interface.
Typically you would install a sniffer device on the target port for
debugging and/or monitoring.

These features can be configured using either the Configuration utility or the
bigpipe command.

’ Note

Once you have configured the base network, you can configure the
high-level network. Examples of elements you configure as part of the
high-level network are: Pools, rules, proxies, and network address
translation (SNATs and NATs).
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Interfaces

A BIG-IP system can have as few as two network interfaces, and as many as
twenty-nine. Before performing configuration tasks such as displaying
interface status and settings, setting the media type, and setting the duplex
mode, it is helpful to understand interface naming conventions.

Interface naming conventions

By convention, the Ethernet interfaces on a BIG-IP system take the name
<s>.<p> where s is the slot number of the NIC, and p is the port number on
the NIC. As shown in Figure 3.1, for the 4U platform, slot numbering is
left-to-right, and port numbering is top-to-bottom. Note that slot 1 is
reserved for the onboard NIC whether or not it is present.

4U NIC designations

Port -
designator (C_? g % g g % %
N

Portl- | |m - ~

Onboard D D D D D

NIC ] D - all 2 G

\“\\ ~ b - C
S /// N = (=Y \‘
\\\\ Port 2 i L] l
. | Slot 1 11 |
4U rear view L]

Figure 3.1 Vertical slot and port numbering

For the 2U platform, slot numbering is top-to-bottom and port numbering is
left-to-right as shown in Figure 3.2.

Port
2U NIC designations Portl Port2  gesignator

Slot 2 [ J21 Slot 4 411 [_14.

Slot3 [ J31 Slot 5 Clsa
Slot6 ;[Je1

2U rear view

Main board slot

Figure 3.2 Horizontal slot and port numbering
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For the Application Switch, slot numbering is left-to-right and port
numbering is top-to-bottom as shown in Figure 3.3. Note that slot 2 is used
for the gigabit ports, and slot 3 for a dedicated administrative port.

When a bigpipe command calls for a list of interfaces, the list may consist
of one or more interfaces, with multiple interfaces separated by spaces. For
example:

2.1 2.2 2.4 2.6

Port
Application Switch NIC designations de3|gnators

Port 1 T - <::>
EEEE T T [ X
i [ | EEE@‘ ‘Egmm -
Port 2 .
Slot 1 switch front view Slot 2 Slot 3

Figure 3.3 Application Switch slot and port numbering

Displaying status and settings for interfaces

Use the following syntax to display the current status and the settings for all
installed interface cards:

b interface show

Figure 3.4 is an example of the output you see when you issue this
command on an active/standby unit in active mode.

interface speed
Mb/s

5.1 UP 100 HD
4.1 UP 100 HD

pkts
in

0

20

pkts pkts pkts bits bits errors trunk STP

out drop coll in out
213 0 0 0 74.2K 0
25 0 0 28.6K 33.9K 0

Figure 3.4 The bigpipe interface show command output

Use the following syntax to display the current status and the setting for a
specific interface.

b interface <if_ name> show
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Media type and duplex mode

Properties that are configurable on the interfaces include media type and
duplex mode, as shown in Table 3.1.

Interface Properties | Description

media You may specify a media type or use auto for automatic
detection.
duplex You may specify a full or half duplex mode.

Table 3.1 The attributes you can configure for an interface

Setting the media type

You can set the media type to the specific media type for the interface card
or to auto for auto detection. If the media type is set to auto and the card
does not support auto detection, the default type for that interface is used,
for example 1000BaseTX.

Use the following syntax to set the media type:

b interface <if_ name> media <media_type> | auto
(Default media type is auto.)

‘ Note

If the BIG-IP system is inter-operating with an external switch, the media
setting should match that of the switch.

Setting the duplex mode

You can set duplex mode to full or half duplex. If the media type does not
allow duplex mode to be set, this is indicated by an onscreen message. If
setting duplex mode is not supported for the interface, the duplex setting is
not saved to bigip_base.conf.

Use the following syntax to set the duplex mode:

b interface <if name> duplex full | half
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VLANSs

A VLAN is a grouping of separate networks that allows those networks to
behave as if they were a single local area network, whether or not there is a
direct ethernet connection between them.

The BIG-IP system offers several options that you can configure for a

VLAN. These options are summarized in Table 3.2.

Option

Description

Create a default VLAN
configuration

Create, rename, or delete
VLANs

Configure packet access to
VLANs

Manage the L2 forwarding
table

Create VLAN groups
Set VLAN security

Set fail-safe timeouts

Set self IP addresses

Set MAC masquerade

Configure VLAN mirroring

You can use the Setup utility to create a default VLAN configuration.

You can create, rename, or delete a VLAN.

Through an option called tagging, you can direct packets from multiple VLANs to a
specific BIG-IP interface, or direct traffic from a single VLAN to multiple interfaces.

You can edit the L2 forwarding table to enter static MAC address assignments.

You can create a VLAN group to allow layer 2 packet forwarding between VLANs.
You can set port lockdown by VLAN.

You can set a fail-safe timeout on a VLAN. You can use a fail-safe timeout to trigger
fail-over in a redundant system.

You can set one or more self IP addresses for VLANSs.

You can use the MAC masquerade to set up a media access control (MAC) address
that is shared by a redundant system.

You can configure the BIG-IP system to replicate packets received by a VLAN and send
them to another VLAN or set of VLANs.

Table 3.2 Configuration options for VLANs
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Default VLAN configuration

By default, the Setup utility configures each interface on the BIG-IP system
as a member of a VLAN. The BIG-IP system identifies the fastest
interfaces, makes the lowest-numbered interface in that group a member of
the VLAN external, and makes all remaining interfaces members of the
VLAN internal. This creates the mapping shown in Figure 3.5.

VLAN external

12.1.11.3

Ethernet

12.1.11.4
VLAN internal Bridging

Ethernet

Ethernet

12.1.11.2
Figure 3.5 Default VLAN configuration

As Figure 3.5 shows, VLAN flexibility is such that separate IP networks can
belong to a single VLAN, while a single IP network can be split among
multiple VLANS. (The latter case allows the BIG-IP system to be inserted
into an existing LAN without renaming the nodes.) The VLANs named
external and internal are separate networks, and in the configuration shown
they behave like separate networks. The networks belonging to VLAN
internal are also separate networks, but have been made to behave like a
single network. This is accomplished using a feature called VLAN bridging.

Your default VLAN configuration is created using the Setup utility. On a
typical unit with two interfaces, you create an internal and external VLAN.
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Creating, renaming, and deleting VLANs

Typically, if you use the default configuration, one VLAN is assigned to
each interface. However, if you need to change your network configuration,
or if the default VLANSs are not adequate for a network configuration, you
can create new VLANS, rename existing VLANS, or delete a VLAN.

To create a VLAN using the Configuration utility

1. In the navigation pane, click Network.
The VLANS screen opens.

2. Click the Add button.
3. Type the attributes for the VLAN.
4. Click Done.

To rename or delete a VLAN using the Configuration
utility

1. In the navigation pane, click Network.
The VLANS screen opens.

2. Inthe VLANS screen, use one of the following options:

* To rename a VLAN, click the VLAN name you want to change.
The VLAN properties screen opens. Type the new name in the
VLAN name box.

* To delete a VLAN, click the Delete button for the VLAN you
want to delete.

3. Click Done.

To create, rename, or delete a VLAN from the command
line
To create a VLAN from the command line, use the following syntax:

b vlan <vlan name> interfaces add <if name> <if name>

For example, if you want to create a VLAN named myvlan that contains the
interfaces 1.1 and 1.2, type the following command:

b vlan myvlan interfaces add 1.1 1.2

To rename an existing VLAN, use the following syntax:

b vlan <vlan name> rename <new vlan name>

For example, if you want to rename the VLAN myvlan to yourvlan, type
the following command:

b vlan myvlan rename yourvlan

To delete a VLAN, use the following syntax:

b vlan <vlan name> delete
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For example, to delete the VLAN named yourvlan, type the following
command:

b vlan yourvlan delete

Configuring packet access to VLANs

The BIG-IP system supports two methods for sending and receiving packets
through an interface that is a member of one or more VLANS. These two
methods are:

o Port-based access to VLANS - Packets are accepted for a VLAN
because the packets have no tags in their headers and were received on an
interface that is a member of a VLAN. With this method, an interface is
configured as an untagged member of the VLAN. Packets sent out
through untagged interfaces contain no tag in their header.

o Tag-based access to VLANs - Packets are accepted for a VLAN
because the packets have tags in their headers and the tag matches the
VLAN identification number for the VLAN. With this method, an
interface is configured as a fagged member of the VLAN. Packets sent
out through tagged interfaces contain a tag in their header.

The method used by a VLAN is determined by the way that you add a
member interface to a VLAN. When creating a VLAN or modifying VLAN
properties (using the Configuration utility or the bigpipe command), you
can add an interface to that VLAN as either an untagged or a tagged
interface.

The following two sections describe these two methods of providing packet
access to a VLAN.

Port-based access to VLANSs

Port-based access to VLANSs occurs when an interface is added to a VLAN
as an untagged interface. In this case, the interface can be added only to that
VLAN and to no others. This limits the interface to accepting traffic only
from that VLAN, instead of from multiple VLANSs. To solve this problem,
BIG-IP system allows you to configure a feature known as tagging,
described in the following section.

Tag-based access to VLANSs

Tag-based access to VLANs occurs when an interface is added to a VLAN
as a tagged interface. A tagged interface can be added to multiple VLANSs,
thereby allowing the interface to accept traffic from each VLAN of which
the interface is a member.

BIG-IP® Reference Guide
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When you add an interface to a VLAN as a tagged interface, the BIG-IP
system associates the interface with the VLAN identification number, or
tag, which becomes embedded in a header of a packet.

’ Note

Every VLAN has a VLAN identification number. This identification number
is assigned to a VLAN either explicitly by a user, when creating the VLAN,
or automatically by the BIG-IP system, if the user does not supply one.

Each time you add an interface to a VLAN, either when creating a VLAN or
modifying its properties, you can designate that interface as a tagged
interface. A single interface can therefore have multiple tags associated with
it.

The result is that whenever a packet comes into that interface, the interface
reads the tag that is embedded in a header of the packet. If the tag in the
packet matches any of the tags associated with the interface, the interface
accepts the packet. If the tag in the packet does not match any of the tags
associated with the interface, the interface rejects the packet.

Example
Figure 3.6 shows the difference between using three untagged interfaces
(where each interface must belong to a separate VLAN) versus one tagged
interface (which belongs to multiple VLANS).
BIG-IP
Tagged interface for
VLANs A, B, and C
BIG-IP
VLAN A VLAN B VLANC VLAN A VLANB VLANGC
Ethernet Ethemet - Ethemet Ethernet Ethernet Ethernet

Figure 3.6 Equivalent solutions using untagged and tagged interfaces
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Configuration procedures

The configuration on the left shows a BIG-IP unit with three internal
interfaces, each a separate, untagged interface. This is a typical solution for
supporting three separate customer sites. In this scenario, each interface can
only accept traffic from its own VLAN.

Conversely, the configuration on the right shows a BIG-IP system with one
internal interface and an external switch. The switch places the internal
interface on three separate VLANSs. The interface is configured on each
VLAN as a tagged interface. In this way, the single interface becomes a
tagged member of all three VLANS, and accepts traffic from all three. The
configuration on the right is the functional equivalent of the configuration
on the left.

Not only can you add a single, tagged interface to multiple VLANS, as
shown in the above example, you can also add multiple tagged interfaces to
a single VLAN.

You configure tag-based access to VLANS using either the Configuration
utility or the bigpipe vlan command. You can configure tag-based access
either when you create a VLAN and add member interfaces to it, or by
modifying the properties of an existing VLAN. In the latter case, you simply
change the status of one or more member interfaces from untagged to
tagged.

To create a VLAN that supports tag-based access using the
Configuration utility

Creating a VLAN that supports tag-based access means creating the VLAN
and then adding one or more tagged interfaces to it.

1. In the navigation pane, click Network.
The VLAN screen opens.

2. Click the Add button.
The Add VLAN screen opens.

3. On the Add VLAN screen, type the VLAN name.

4. In the VLAN tag box, you can optionally specify a VLAN ID
number. If you do not provide one, the BIG-IP system assigns a
default number.

5. In the Resources box, specify any tagged interfaces by selecting the
appropriate interface numbers from the Interface Number list and
clicking tagged >>.

6. Configure the other VLAN options.
7. Click Done.

BIG-IP® Reference Guide
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To configure tag-based access on an existing VLAN using
the Configuration utility

Configuring tag-based access on an existing VLAN means changing the
existing status of one or more member interfaces from untagged to tagged.

1. In the navigation pane, click Network.
The VLAN screen opens.

2. Click the VLAN name in the list.
The properties screen for that VLAN opens.

3. In the Resources box, move any untagged interfaces from the
Current Interfaces list to the Interface Number list.

4. Specify any tagged interfaces by selecting the appropriate interface
numbers from the Interface Number list and clicking tagged >>.

5. Click Done.

To create a VLAN that supports tag-based access from the
command line

1. Type the bigpipe vlan command, specifying a VLAN name, the tag
keyword, and a VLAN ID number. The following example creates
the VLAN external with a VLAN ID of 1209.

b vlan external tag 1209

2. Add the interfaces to the VLAN external as tagged interfaces. This
is done by specifying the VLAN name, the tagged keyword, and the
interfaces to be tagged. For example:

b vlan external interfaces add tagged 4.1 5.1 5.2

The effect of this command is to associate a tag with interfaces 4.1 and 5.1,
which in turn allows packets with that tag access to the external VLAN.

The above procedure adds multiple tagged interfaces to a single VLAN.
However, you can also add a single tagged interface to multiple VLANs
(similar to the scenario presented in Figure 3.6). This results in a single
interface having more than one tag associated with it. For example, the
following commands add the tagged interface 4.1 to the two VLANs
external and internal:

b vlan external interfaces add tagged 4.1

b vlan internal interfaces add tagged 4.1
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Managing the Layer 2 forwarding table

Layer 2 forwarding is the means by which packets are exchanged directly
between nodes on separate VLANSs that are members of the same VLAN
group, as described in Configuring VLAN groups, on page 3-16. This is
accomplished using a simple forwarding table for each VLAN with proxy
forward enabled. The forwarding table has an entry for each node in the
VLAN and associates the MAC address of that node with the BIG-IP system
interface using the following format:

<MAC address> -> <if>

For example:

00:a0:c9:9e:1e:2f -> 4.1

Viewing and editing the L2 forwarding table

You can view the L2 forwarding table, delete entries, and add static entries.
The entries that appear in the table automatically are learned and
periodically updated and are called dyramic entries. Entries that you add to
the table manually are called sfatic entries. Static entries are not
automatically updated. Entering static entries is useful if you have network
devices that do not advertise their MAC addresses.

You can view and edit the L2 forwarding table using the bigpipe vlan
<vlan_name> fdb command. The <vlan_name> may be either a VLAN or
a VLAN group.

To view the L2 forwarding table from the command line
Type the following command:

b vlan <vlan name> fdb show

For example:

b vlan internal fdb show

This produces a display such as the following:
Forwarding table --

00:40:05:30:cc:94 -> 5.1)
To view L2 forwarding table static entries from the
command line

Type the following command:

b vlan <vlan name> fdb show static

For example:

b vlan internal fdb show static

BIG-IP® Reference Guide
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To view L2 forwarding table dynamic entries from the
command line
Type the following command:

b vlan <vlan name> f£db show dynamic

For example:

b vlan internal f£db show dynamic

To add an entry to the L2 forwarding table from the
command line
Type the following command:

b vlan <vlan name> fdb add <MAC address> interface <ifname>

For example:

b vlan internal fdb add <MAC address> interface <ifname>

To delete an entry from the L2 forwarding table from the
command line
Type the following command:

b vlan <vlan name> fdb delete <MAC address> interface <ifname>

For example:

b vlan <vlan name> f£db delete 00:a0:c9:9e:1le:2f interface 4.1
vlan <vlan name> fdb show static

vlan <vlan name> f£db show dynamic

vlan <vlan name> fdb show

Setting the L2 forwarding aging time

Entries in the L2 forwarding table have a specified life span, after which
they are flushed out if the MAC address is no longer present on the network.
This process is called the L2 forward aging time and you can set it using the
global variable L2 Aging Time. The default value is 300 seconds.

To set the L2 forwarding aging time using the
Configuration utility

1. In the navigation pane, click System.
The System Properties screen opens.

2. Click the Advanced Properties tab.
3. In L2 Aging Time box, enter the aging time in seconds.

4. Click Done.
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To set the L2 forwarding aging time from the command
line

Type the following command:

b global 12_aging time <time_in_seconds>

For example:

b global 12_aging time 200
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Configuring VLAN groups

A VLAN group is a grouping of two or more VLANS belonging to the same
IP network for the purpose of allowing layer 2 packet forwarding, also
known as L2 forwarding, between those VLANSs. L2 forwarding is the
equivalent of bridging where you want communication between VLANS.
When you create a VLAN group, nodes on the separate VLANS can
exchange packets directly.

In the example shown in figure 3.5, on page 3-7, VLANSs external and
internal represent separate networks that were originally a single network.
You can make them behave like a single network again much like the
networks contained in VLAN internal. You accomplish this by grouping
them as shown in Figure 3.7.

VLAN external

L2 Forwarding
12.1.11.3

Ethernet

BIG-IP

121.11.4
VLAN internal Bridging

Ethernet

Ethernet

12.1.11.2

VLANGROUP my_group

Figure 3.7 VLANs and a VLAN group

To configure a VLAN group to use layer 2 forwarding, you must:
¢ Create the VLAN group.
¢ Assign a self IP address to the VLAN group, for routing purposes.

# Verify or change L2 forwarding (also known as proxy forwarding).

The following sections describe these procedures.
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To create a VLAN group

You can create a VLAN group from the command line using the vlangroup
command. For example:

b vlangroup networkll vlans add internal external

’ Note

The maximum number of characters allowed for a VLAN group name is 15.

To assign the self IP address to the VLAN group
You can assign a self IP address to the VLAN group using the bigpipe self
command. The syntax is as follows:

b self <ip address> vlan <vlangroup name>

To verify that L2 forwarding is enabled

L2 forwarding is enabled for the VLAN group using the VLAN
proxy_forward attribute. By default, this attribute is enabled when you
create a VLAN group.

To verify that L2 forwarding is enabled, type the following command:

b vlangroup show

To change the operation of L2 forwarding

If you want to manage L2 forwarding for a specific VLAN group or groups,
use the bigpipe vlangroup command. Enabling the proxy_forward
attribute with this command results in a combination of L2 proxy ARP with
L3 forwarding. You can either use this default type of L2 forwarding
(default value = 0), or change the value. Table 3.3 lists the allowed values.

Value | Description

0 The default L2 proxy ARP with L3 forwarding.

1 L2 forwarding with locally-unique bit, toggled in ARP response
across VLANSs.

2 L2 forwarding with the original MAC address of the remote system

preserved across VLANSs.

Table 3.3 Allowed values for managing L2 forwarding on a VLAN group

If you want to manage L2 forwarding globally for all VLAN groups, use
the bigpipe global command as follows:

b global vlangroups [value]

BIG-IP® Reference Guide
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b class proxy_ arp_exclude

Table 3.4 lists the allowed values.

Value Description

opaque A proxy ARP with layer 3 forwarding. The command line
syntax for enabling this setting is:
b global vlangroups opague

translucent Layer 2 forwarding with locally-unique bit, toggled in ARP
response across VLANSs. This is the default setting.

transparent Layer 2 forwarding with the original MAC address of the
remote system preserved across VLANs. The command-line
syntax for enabling this setting is:

b global vlangroups transparent

Table 3.4 Allowed values for globally managing L2 forwarding

To prevent L2 proxy ARP forwarding

In redundant system configurations, in order to prevent the active unit from
forwarding ARP requests for the standby unit (or other hosts to which proxy
ARP forwarding is not desired), you can now define a proxy ARP exclusion
list. To configure this feature, you can define a proxy_arp_exclude class,
and then add any self-IP addresses on the standby and active units to that
class. The BIG-IP units do not forward ARP requests from the hosts defined
in this class.

For example, to create a proxy_arp_exclude class, use the following syntax:

{host <self IP 1> host <self IP 2> host <self IP N>}

If you use VLAN groups with a redundant pair of BIG-IP systems, you must
configure a proxy ARP forwarding exclusion list. Both BIG-IP units need
to communicate directly with their gateways and the backend nodes, so
proxy ARP must be specifically disabled for both the active and the standby
units' self IP addresses. Creating a proxy ARP exclusion list prevents traffic
from the standby BIG-IP unit from being proxied through the active BIG-IP
due to proxy ARP.

If you do not configure a proxy ARP exclusion group for VLAN groups,
configured with redundant systems, you might see problems such as:

* Nodes being marked down for a period of time after a failover

* The inability to access resources through the active BIG-IP unit when
there are multiple physical or logical connections to the same VLAN
group (especially likely to be noticed when there are multiple physical or
logical connections between the active and standby BIG-IP units)
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To specify a value for downed links

You can specify the length of time that a BIG-IP unit in a VLAN group
keeps its links down when they are dropped during a switch from active to
standby mode. A BIG-IP unit drops its links so that any connected switches
will recognize that all proxy ARPed MAC addresses are on the
currently-active BIG-IP system and not on the standby unit.

The value is specified in tenths of seconds. Thus, a value of 50 is equivalent
to 5 seconds. By default, this feature is disabled, with a value of 0.

For example, the following command specifies a value of 5 seconds:

b global set standby link down_time = 50

Setting up security for VLANSs

You can lock down a VLAN to prevent direct connection to the BIG-IP
system through that VLAN. You can override this lockdown for specific
services by enabling the corresponding global variable for that service. For
example:

b global open_ssh_port enable

To enable or disable port lockdown using the Configuration
utility

1. In the navigation pane, click Network.
The VLAN screen opens.

2. Click the VLAN name in the list.
The properties screen for that VLAN opens.

3. To enable port lockdown, check the Port Lockdown box.
To disable port lockdown, clear the Port Lockdown check box.

4. Click Done.

To enable or disable port lockdown from the command line
To enable port lockdown, type:

b vlan <vlan_name> port_lockdown enable

To disable port lockdown, type:

b vlan <vlan_name> port_lockdown disable

Setting fail-safe timeouts for VLANs

For redundant BIG-IP pairs, you can enable a fail-safe mechanism that will
fail over when loss of traffic is detected on a VLAN, and traffic is not
restored during the fail-over timeout period for that VLAN. You can enable
a fail-safe mechanism to attempt to generate traffic when half the timeout
has elapsed. If the attempt is successful, the fail-over is stopped.

BIG-IP® Reference Guide
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To set the fail-over timeout and arm the fail-safe using the
Configuration utility

1. In the navigation pane, click Network.
The VLAN screen opens.

2. Click the VLAN name in the list.
The properties screen for that VLAN opens.

3. Check the Arm Failsafe box and specify the timeout in seconds in
the Timeout box.

To set the fail-over timeout and arm the fail-safe from the
command line

Using the vlan command, you may set the timeout period and also arm or
disarm the fail-safe.

To set the timeout, type:

b vlan <vlan_name> timeout <timeout_in seconds>

To arm the fail-safe, type:

b vlan <vlan_name> failsafe arm

To disarm the fail-safe, type:

b vlan <vlan_name> failsafe disarm

Setting the MAC masquerade address

You can share the media access control (MAC) masquerade address
between BIG-IP units in a redundant system. This has the following
advantages:

» Increased reliability and failover speed, especially in lossy networks

* Interoperability with switches that are slow to respond to the network
changes

» Interoperability with switches that are configured to ignore network
changes

’ Note

For sensible operation, you must set the MAC masquerade address to be the
same on both the active and standby units. To do this, configure the shared
MAC address manually, by editing the bigip_base.conf file on both units.
Do not use the bigpipe config sync command.

The MAC address for a VLAN is the MAC address of the first interface to
be mapped to the VLAN, typically 4.1 for external and 5.1 for internal. You
can view the interfaces mapped to a VLAN using the following command:

b vlan show
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Configuring VLAN

You can view the MAC addresses for the interfaces on the BIG-IP system
using the following command:

b interface show verbose

Use the following syntax to set the MAC masquerade address that will be
shared by both BIG-IP units in the redundant system.

b vlan <vlan_name> mac_masq <MAC_addr>

Find the MAC address on both the active and standby units, and pick one
that is similar but unique. A safe technique for selecting the shared MAC
address follows.

Suppose you want to set up mac_masq on the external interfaces. Using the
b interface show command on the active and standby units, you note that
their MAC addresses are:

Active: 3.1 = 0:0:0:ac:4c:a2

Standby: 3.1 = 0:0:0:ad:4d:£3

To avoid packet collisions, you must now choose a unique MAC address.
The safest way to do this is to select one of the addresses and logically OR
the first byte with 0x02. This makes the MAC address a locally administered
MAC address.

In this example, either 2:0:0:ac:4c:a2 or 2:0:0:ad:4d:f3 would be a suitable
shared MAC address to use on both BIG-IP units in the redundant system.

The shared MAC address is used only when the BIG-IP system is in active
mode. When the unit is in standby mode, the original MAC address of the
network card is used.

If you do not configure mac_masq on startup, or when transitioning from
standby mode to active mode, the BIG-IP system sends gratuitous ARP
requests to notify the default router and other machines on the local Ethernet
segment that its MAC address has changed. See RFC 826 for more details
on ARP.

’ Note

The MAC masquerade information is stored in the bigip_base.conf file.

mirroring

VLAN mirroring is an element of the Probe Control feature. Probe Control
allows the BIG-IP system to replicate packets and send them to another
network device. Typically, Probe Control is useful when deploying intrusion
detection systems, which passively inspect all packets going through a
network.

VLAN mirroring is similar to port mirroring, in that packets received by a
VLAN are copied and sent to another VLAN or set of VLANSs. In a VLAN
mirroring configuration, this occurs for all traffic received on the source
VLAN, regardless of the destination MAC address on the packet. Note that
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VLAN mirroring applies to Out-of-Band configurations only, which means
that packets sent from the BIG-IP system, out through a specific VLAN, are
not mirrored.

A VLAN configured to receive replicated packets is known as a
mirror-target VLAN.

‘ Important

Once you have configured a mirror-target VLAN, you cannot use any IP
addresses on that VLAN. Thus, you cannot use IP addresses such as virtual
servers, SNATs, and self IP addresses on a VLAN configured for mirroring.

Figure 3.8 shows an example of entries in the bigip.conf file that enable
VLAN mirroring.

vlan external ({
interfaces 1.1
mirror vlans idsl and ids2

}

Figure 3.8 Example of a VLAN mirroring configuration

In the preceding example, the VLAN external replicates packets and sends
them to VLANS ids1 and ids2. VLANSs ids1 and ids2 are the mirror-target
VLAN:S.

‘ Important

In the bigip.conf file, the entries for the mirror-target VLANs must appear
before the entries for the VLAN that is replicating the packets. Thus, using
the previous example, the entries for VLANs ids1 and ids2 must appear
before the entries for VLAN external.

To configure VLAN mirroring using the Configuration
utility

1. In the navigation pane, click Network.
The VLANS screen opens.

2. Click the Add button or click an existing VLAN name to view its
properties.

3. In the Mirrored VLANS box, select a VLAN name in the Existing
VLANS box and move it to the Mirrored VLANSs box, using the
arrows (>>).

4. Click Done or Apply.
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Hash mode

Enabled

To configure VLAN mirroring from the command line

The following command syntax shows how to configure VLAN mirroring
on two VLANS.

b vlan <vlan_name> mirror vlans <vlanl> <vlan2>

When using VLAN mirroring for load balancing, you can enable hash
mode. The next section describes hash mode, followed by a description of
VLAN mirroring as used by intrusion detection systems.

When you configure VLAN mirroring for hash mode, you can choose from
two settings--Enabled or Port Enabled.

When hash mode is set to Enabled, the replicated packets are not sent to
every VLAN in the mirror list. Instead, the BIG-IP system hashes the IP

addresses on the packet and sends the packet to only one of the mirrored

VLANS, based on the computed hash.

Figure 3.9 shows the same mirrored VLAN configuration as above, with
hash mode set to Enabled.

vlan external {
interfaces 1.1
mirror vlans idsl and ids2
mirror hash enable

}

Figure 3.9 Example of hash mode set to Enabled

To set hash mode to Enabled using the Configuration utility

1. In the navigation pane, click Network.
The VLANS screen opens.

2. Click the Add button or click an existing VLAN name to view its
properties.

3. In the Mirror Hash box, select Enabled.
4. Click Done or Apply.

To set hash mode to Enabled from the command line

The following command syntax shows how to set hash mode to Enabled
when you configure VLAN mirroring.

b vlan <vlan_name> mirror vlans <vlanl> <vlan2> hash enable
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Port Enabled

Similar to the Enabled setting, the Port Enabled setting causes TCP or
UDP ports to be included in the computed hash.

Figure 3.10 shows the same mirrored VLAN configuration as above, with
hash mode set to Port Enabled.

vlan external {
interfaces 1.1
mirror vlans idsl and ids2
mirror hash port enable

}

Figure 3.10 Example of hash mode set to Port Enabled

‘ Note

Setting the hash mode to Port Enabled can increase the granularity of load
balancing, However, this mode is incompatible with IP fragmentation. If
your network traffic includes IP fragments, we recommended that you set
the hash mode to Enabled.

To set hash mode to Port Enabled using the Configuration
utility

1. In the navigation pane, click Network.
The VLANS screen opens.

2. Click the Add button or click an existing VLAN name to view its
properties.

3. In the Mirror Hash box, choose Port Enabled.
4. Click Done or Apply.

To set hash mode to Port Enabled from the command line

Use this command syntax to set hash mode to Port Enabled when you
configure VLAN mirroring:

b vlan <vlan name> mirror vlans <vlanl> <vlan2> hash port enable

Handling traffic from Intrusion Detection Systems

Typically, the VLAN mirroring feature is used to send packets to a passive
intrusion detection system (IDS). An IDS inspects packets and looks for
threatening content.

If the IDS detects a packet to be part of a network attack, the IDS might
attempt to send one or more TCP resets to the client and server as a way to
terminate the connection. When this happens, it is a mirror-target VLAN
that receives the packets instead of the original source VLAN.
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By default, once the mirror-target VLAN receives the packets, it forwards
the packets to the source VLAN (in our example, VLAN external). You can
disable this behavior by resetting the mirror_vlan_forwarding variable,
using the bigpipe global command. Disabling this variable causes any
packets received on a mirror-target VLAN to be discarded.

To disable forwarding of packets to a source VLAN using
the Configuration utility

1. In the navigation pane, click System.
2. Click the Advanced Properties tab.

3. Inthe mirror_vlan_forwarding box, click the check box to remove
the check.

4. Click Apply.

To disable forwarding of packets to a source VLAN from
the command line

The command syntax for disabling packet forwarding in a mirrored
configuration is as follows:

b global mirror_vlan_ forwarding disable
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Self IP addresses

A self IP address is an IP address mapping to one or more VLANS and their
associated interfaces on a BIG-IP system. You assign a self IP address to
each interface on the unit as part of Setup configuration, and you also assign
a floating (shared) alias for units in a redundant system. (A floating self IP
address is the address to which the servers behind the BIG-IP system route
traffic). You can create additional self IP addresses for health checking,
gateway fail-safe, routing, or other purposes. You can create these
additional self IP addresses using the Configuration utility or the bigpipe
self command.

To add a self IP address to a VLAN using the Configuration
utility

1. In the navigation pane, click Network.
The VLANS screen opens.

Click the Self IP Addresses tab.

Click the Add button.

In the IP Address box, type the self IP address to be assigned.
In the Netmask box, type an optional netmask.

In the Broadcast box, type an optional broadcast address.

A O

If you want to configure the self IP address as a floating address,
check the Floating box.

8. If you want to enable the address for SNAT auto-mapping, check
the SNAT Automap box.

9. Inthe VLAN box, type the name of the VLAN to which you want to
assign the self IP address.

10. Click Done.

To add a self IP address to a VLAN from the command line

Use the following syntax:

b self <addr> vlan <vlan_name> [ netmask <ip_mask> ][ broadcast <broadcast_addr>] [unit

<id>]

You can add any number of additional self IP addresses to a VLAN to create
aliases. For example:

b self 11.11.11.4 vlan external
b self 11.11.11.5 vlan external
b self 11.11.11.6 vlan external
b self 11.11.11.7 vlan external
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Also, any one self IP address may have floating enabled to create a floating
alias that is shared by both units of a BIG-IP redundant system:

b self 11.11.11.8 floating enable

Assigning a self IP address to an interface automatically maps it to the
VLAN of which it is a member. Assigning a self IP address to an interface
not mapped to an untagged VLAN produces an error message.

Enabling or disabling SNAT automap

The self IP addresses you enable on the external VLAN determine the
translation address for SNAT auto-mapping. For more information about
SNAT auto-mapping, see Chapter 10, Address Translation: SNATs, NATs,
and IP Forwarding.
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Defining additional host names

Once you complete the Setup utility, you may want to insert additional host
names and IP addresses for network devices into the /etc/hosts file to allow
for more user-friendly system administration. In particular, you may want to
create host names for the IP addresses that you will assign to virtual servers.
You may also want to define host names for standard devices such as your
routers, network interface cards, and the servers or other equipment that you
are load balancing.

The /etc/hosts file, as created by the Setup utility, is similar to the example
shown in Figure 3.11.

# BIG-IP(R) Hosts Table Generated by Setup utility on Thu May 16 11:03:03 PDT 2002

# localhost entry
127.1 localhost

# default gateway entry
11.11.11.10 router
# Local name

11.11.11.2 bigipl.mynet.net

# Peer name (state mirror)

11.12.11.1 peer

#

# vlans

#

11.11.11.2 external

11.12.11.2 internal

#

# VIPS and NODES ( add below - do not delete this line )
#

Figure 3.11 The letc/hosts file created by the Setup utility

This sample hosts file lists the IP addresses for the default router, the
internal VLAN, and the external VLAN, and it contains placeholders for
both the virtual servers and the content servers that the BIG-IP system will
manage.

4@ WARNING

If you have modified the /etc/hosts file with something other than the Setup
utility, such as vi or pico, be aware that your changes may be lost when you
run the Setup utility (config). The Setup utility overwrites the /etc/hosts file
and openssl.conf, but it does not warn you before doing so.
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Managing the SSH Console

An SSH console gives you the ability to use a command line interface to
securely manage your local BIG-IP system. You can either use the
MindTerm SSH console that is available through the Configuration utility,
or you can download a different SSH console, using the initial screen of the
BIG-IP browser interface.

Using the MindTerm SSH Console

With the MindTerm SSH Console, you can open an SSH session for the
BIG-IP system from the Configuration utility. Use the MindTerm SSH
client to enable secure command line administration. You can perform any
of the command line tasks in a popup console screen.

€@ WARNING

The MindTerm SSH client requires a Java virtual machine to operate. If you
are unable to run the MindTerm SSH client, make sure that you have a Java
virtual machine installed and that your browser has Java enabled in the
Preferences, or Options, section. For more information on Java virtual
machines and download options, visit your web browser manufacturer's web
site.

To open the MindTerm SSH Console using the
Configuration utility

1. In the navigation pane, click MindTerm SSH Console.
A popup console opens.

2. When you see the command prompt, press Enter.

3. Log in to the BIG-IP system as you normally would.

’ Note

When you use the MindTerm SSH Console, you can only administer the
local BIG-IP system. If you wish to administer remote systems, you do so
using an SSH or Telnet session from the command line. For information
about installing an SSH client on the administrative workstation, see the
following section.

Downloading an SSH client to your administrative workstation

From BIG-IP units that support encrypted communications, you can
download the SSH client to your administrative workstation in preparation
for remote command line access. In addition to running BIG-IP command
line utilities, you can also use the SSH suite for file transfer to and from the
BIG-IP system, as well as for remote backups.
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The SSH client is available for both Windows and UNIX platforms, and you
can download your preferred client either from the web server or using an
FTP connection. You can find detailed information about the SSH client in
the documentation provided on the web server or on the Documentation and
Software CD-ROM.

‘ Note

If your BIG-IP system does not support encrypted connections, you can use
a Telnet shell for remote command line access.

Downloading the SSH client from the web server

1. Connect to the BIG-IP system using https:// rather than http:// in
the URL.

2. In the Additional Software Downloads section, click the SSH
Clients link.

3. From the SSH Clients page, you can choose the SSH Client
appropriate to your operating system.

Setting up an SSH client on a Windows 95 or Windows NT workstation

The SSH client installation file for Windows platforms is compressed in ZIP
format. You can use standard ZIP tools, such as PKZip or WinZip to extract
the file.

To unzip and install the SSH client
1. Log on to the Windows workstation.

2. Navigate to the directory to which you transferred the installation
file. Run PKZip or WinZip to extract the files.

3. The set of files extracted includes a Setup program. Run the Setup
program to install the client.

4. Start the SSH client.

5. Inthe SSH Client window, from the Edit menu choose Properties.
The Properties dialog box opens.

6. In the Connection tab, in the Remote Host section, type the
following items:

* In the Host Name box, type the BIG-IP system IP address or host
name.

* In the User Name box, type the root user name.

7. 1In the Options section, check Compression and set the Cipher
option to Blowfish.

8. Click the OK button.
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Setting up an SSH client on a UNIX workstation

The installation file for UNIX platforms is compressed in tar/gzip format.

To untar and install the SSH client

1.

Log on to the workstation and navigate to the directory into which
you transferred the SSH client tar file.

Untar the file and follow the instructions in the install file to build
the SSH client for your workstation.

Start the SSH client.

Open a connection to the BIG-IP system:

ssh -1 root [BIG-IP IP address]

Type the root password and press the Enter key.
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Addressing general networking issues

Addressing routing

You must address several network issues when you place a BIG-IP system
in your network. These networking issues include routing, DNS
configuration, and special email considerations. You need to address these
issues based on the type of hardware and software in your network. This
section describes the following networking issues:

¢ Addressing routing issues
There are a variety of routing configuration issues that you need to
address. If you did not create a default route with the Setup utility, you
must now configure a default route for the BIG-IP system. You also must
set up routes for the nodes that the BIG-IP system manages. You may
also want to configure the BIG-IP system so that dynamic routing
information can automatically be updated on the BIG-IP system.

¢ Configuring DNS on the BIG-IP system
You may need to configure the BIG-IP system for DNS resolution or for
DNS proxy, and you may even need to convert from rotary or round
robin DNS.

¢ Configuring email on the BIG-IP system
There are some special requirements that you need to take into account
when configuring email on the BIG-IP system.

issues

The BIG-IP system must communicate properly with network routers, as
well as with the servers, firewalls, and other routers that it manages.
Because there is a variety of router configurations, and varying levels of
direct control an administrator has over each router, you need to carefully
review the router configurations in your own network. You may need to
change some routing configurations before you put the BIG-IP system into
production.

The BIG-IP system supports static route configurations, dynamic routing
(by way of BGP4, RIP1, RIP2, and OSPF), and subnetting. However, the
BIG-IP system is also designed to eliminate the need for you to modify
routing tables on a router that routes to a BIG-IP system. Instead, the BIG-IP
system uses Address Resolution Protocol (ARP) to notify routers of the IP
addresses that it uses on each interface, as well as on its virtual servers.

The following sections address these common routing issues:
* Routing from a BIG-IP system to a gateway to the external network
* Routing from content servers to the BIG-IP system

* Routing between a BIG-IP system to content servers that are on different
logical networks

» Setting up dynamic routing with GateD

» Configuring static routes in /config/routes
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Routing from a BIG-IP system to a gateway to the external network

The BIG-IP system needs a route to the external network. For most
configurations, this should be configured as the default gateway pool on the
BIG-IP system.

During installation, you were prompted to configure a default route for the
BIG-IP system. If you need to change the default route at this time, you can
set a new default route by editing the default gateway pool.

To change the default route from the Setup utility

1. From the command line, type config.
The Setup utility menu opens.

2. Choose the Default Gateway Pool option.

3. Type the IP address of the gateway you want to add to the default
gateway pool.

4. Save and exit.

To change the default route using the Configuration utility

1. In the navigation pane, click System.
The System Properties screen opens.

2. Click the System tab.
Look in the Default Gateway Pool list for the name of the default
gateway pool. Make sure you have the pool name before proceeding
to step 3.

3. In the navigation pane, click Pools.
The Pools screen opens.

4. 1In the list of pools, click the name of the default gateway pool.
The pool properties page for that pool opens.

5. In the Resources section of the screen, add or remove gateway IP
addresses.

6. Click the Apply button.

Routing from content servers to the BIG-IP system

The content servers being load balanced by the BIG-IP system need to have
a default route set to the internal shared floating IP alias of the BIG-IP
system. For most configurations, this should be configured as the default
route on the content server.

For information about setting the default route for your content servers, refer
to the product documentation for your server.
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Routing between a BIG-IP system and content servers on different logical

networks

Case |: Same LAN

Case 2: Different LANs

If you need to configure the BIG-IP system to use one or more nodes that
actually sit on a different logical network from the BIG-IP system, you need
to assign one or more additional routes to get to those nodes. Set each
node’s default route so that traffic goes back through the BIG-IP system
internal interface.

In the following examples, the nodes are on 192.168.6.0/24 and the BIG-IP
system internal interface is on 192.168.5.0/24. There are two possible
situations which you may have to address:

* 192.168.5.0/24 and 192.168.6.0/24 are on the same LAN (either sharing
media or with a switch or hub between them).

e 192.168.5.0/24 and 192.168.6.0/24 are on two different LANSs with a
router between them.

If the nodes are on the same LAN as the BIG-IP system, you need to add an
interface route for 192.168.6.0/24 to an interface on the internal network.
You can add this route to the bottom of the /config/routes file (see
Configuring static routes in /config/routes, on page 3-35) using this syntax,
where <ip addr> is the IP address on the internal interface:

route add -net 192.168.6 -interface <ip addr>

’ Note

Make sure that you have defined the interface correctly in the /etc/hosts file.

If you have nodes on different LANs from the BIG-IP system, you need to
add a static gateway route on the BIG-IP system itself. If, for example, the
router that connects the 192.168.5 network and the 192.168.6 network has
IP addresses 192.168.5.254 and 192.168.6.254, then you could use the
following command to create the necessary static route on the BIG-IP
system:

route add -net 192.168.6.0 -gateway 192.168.5.254

You should add this command to the end of the file /config/routes (see
Configuring static routes in /config/routes, on page 3-35) so that it runs each
time the BIG-IP system boots.

You may also need to set the default route on the nodes to point to the router
between the LANs. For example:
route add default -gateway 192.168.6.254

Finally, you need to set the default route on the router between the LANS to
the shared alias on the BIG-IP system. For example, type the command:

route add default -gateway 192.168.5.200
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’ Note

These examples assume you are using a UNIX-based router. The exact
syntax for your router may be different.

It is not necessary to set the default route for nodes directly to the BIG-IP
system, as long as the default path eventually routes through the BIG-IP
system.

Setting up dynamic routing with the Advanced Routing Modules

You can configure dynamic routing using Advanced Routing Modules
(ARMs). ARMs correspond to the following protocols or modules: Border
Gateway Protocol (BGP), network services module, Open Shortest Path
First (OSPF) Protocol, and Router Information Protocol (RIP).

For information on setting up dynamic routing using the ARMs, see the
Command Reference guide that corresponds to the appropriate module.
Available guides are:

* BGP Command Reference
* NSM Command Reference
e OSPF Command Reference
* RIP Command Reference

Configuring static routes in /config/routes

You can create the file /config/routes on the BIG-IP system for configuring
static route information. The information you add to /config/routes is
synchronized between units in a BIG-IP redundant system. When you
upgrade, the route information is saved and reinstalled when the upgrade is
complete.

You can add routes to /config/routes using the format in Figure 3.12.

route add -net 10.1.10.0 -netmask 255.255.255.0 -gateway 10.1.30.254
route add -net 10.1.20.0 -netmask 255.255.255.0 -gateway 10.1.30.254

Figure 3.12 Example entries in /config/routes

Configuring DNS on the BIG-IP system

If you plan to use DNS in your network, you can configure DNS on the
BIG-IP system. There are three different DNS issues that you may need to
address when setting up the BIG-IP system:

* Configuring DNS resolution on the BIG-IP system
* Configuring DNS proxy

* Converting from rotary or round robin DNS
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Configuring DNS resolution

When entering virtual addresses, node addresses, or any other addresses on
the BIG-IP system, you can use the address, host name, or fully qualified
domain name (FQDN).

The BIG-IP system looks up host names and FQDNs in the /etc/hosts file. If
it does not find an entry in that file, then it uses DNS to look up the address.
In order for this to work, you need to create an /etc/resolv.conf file. The file
should have the following format:

nameserver <DNS_SERVER_1>

search <DOMAIN NAME 1> <DOMAIN NAME 2>

In place of the <DNS_SERVER_1> parameter, use the IP address of a
properly configured name server that has access to the Internet. You can
specify additional name servers as backups by inserting an additional
nameserver line for each backup name server.

If you configure the BIG-IP system itself as a DNS proxy server, then we
suggest that you choose its loopback address (127.0.0.1) as the first name
server in the /etc/resolv.conf file.

Replace the <DOMAIN_NAME_1> and <DOMAIN_NAME_2>
parameters with a list of domain names to use as defaults. The DNS uses
this list to resolve hosts when the connection uses only a host name, and not
an FQDN. When you enter domain names in this file, separate each domain
name with a space, as shown in Figure 3.13.

; example /etc/resolv.conf

nameserver 127.0.0.1

nameserver 127.16.112.2 ;ip address of main DNS server
search mysite.com store.mysite.com

Figure 3.13 Sample /etc/resolv.conf file

You can also configure the order in which name resolution checks are made
by configuring the /etc/irs.conf file. You should set this file so that it checks
the /etc/hosts file first, and then checks for DNS entries. See Figure 3.14,
for an example of how to make the entry in the /etc/irs.conf file.

hosts local continue
hosts dns

Figure 3.14 Sample entry for the /etc/irs.conf file

Configuring DNS proxy

The BIG-IP system is automatically configured as a DNS proxy or
forwarder. This is useful for providing DNS resolution for servers and other
equipment load balanced by the BIG-IP system. This can be set in the Setup
utility.

To re-configure DNS proxy, you simply edit the /etc/named.boot file that
contains these two lines:
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forwarders <DNS_SERVERS>

options forward-only

In place of the <DNS_SERVERS> parameter, use the IP addresses of one
or more properly configured name servers that have access to the Internet.

You can also configure the BIG-IP system to be an authoritative name
server for one or more domains. This is useful when DNS is needed in
conjunction with internal domain names and network addresses for the
servers and other equipment behind the BIG-IP system. Refer to the BIND
documentation for more details.

Converting from rotary or round robin DNS

Configuring email

If your network is currently configured to use rotary DNS, your node
configuration may not need modification. However, you need to modify
your DNS zone tables to map to a single IP address instead of to multiple IP
addresses.

For example, if you had two Web sites with domain names of
www.SiteOne.com and www.SiteTwo.com, and used rotary DNS to cycle
between two servers for each Web site, your zone table might look like the
one in Figure 3.15.

www.SiteOne.com IN A 192.168.
IN A 192.168.
www.SiteTwo.com IN A 192.168.
IN A 192.168.

T
B WD P

Figure 3.15 Sample zone table with two Web sites and four servers

In the BIG-IP system configuration, the IP address of each individual node
used in the original zone table becomes hidden from the Internet. We
recommend that you use the Internet reserved address range as specified by
RFC 1918 for your nodes. In place of multiple addresses, simply use a
single virtual server associated with your site's domain name.

Using the above example, the DNS zone table might look like the zone table
shown in Figure 3.16.

www.SiteOne.com IN A 192.168.100.231
www.SiteTwo.com IN A 192.168.100.232

Figure 3.16 Sample zone table with two Web sites and two servers

Another optional feature you can set up when you configure the BIG-IP
system is email. You can configure the BIG-IP system to send email
notifications to you, or to other administrators. The BIG-IP system uses
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Setting up Sendmail

Sendmail as its mail transfer agent. The BIG-IP system includes a sample
Sendmail configuration file that you can use to start with, but you will have
to customize the Sendmail setup for your network environment before you
can use it.

Before you begin setting up Sendmail, you may need to look up the name of
the mail exchanger for your domain. If you already know the name of the
mail exchanger, continue with the following section, Setting up Sendmail.

When you actually set up Sendmail, you need to open and edit a couple of
configuration files. Note that the BIG-IP system does not accept email
messages, and that you can use the crontab utility to purge unsent or
returned messages, and that you can send those messages to yourself or
another administrator.

To set up and start Sendmail
1. Copy /config/sendmail.cf.off to /config/sendmail.cf.

2. To set the name of your mail exchange server, open the
/config/sendmail.cf and set the DS variable to the name of your
mail exchanger. The syntax for this entry is:

DS<MAILHUB_OR_RELAY>
3. Save and close the /config/sendmail.cf file.

4. If you want to allow Sendmail to flush outgoing messages from the
queue for mail that cannot be delivered immediately:

a) Open the /config/crontab file, and change the last line of the file
to read:

0,15,30,45 * * * * root /usr/sbin/sendmail -q >
/dev/null 2>&1

b) Save and close the /config/crontab file.
5. To prevent returned or undelivered email from going unnoticed:

a) Open the /config/aliases file and create an entry for root to point
to you or another administrator at your site:

root: networkadmin@SiteOne.com
b) Save and close the /config/aliases file.

¢) Run the newaliases command to generate a new aliases database
that incorporates the information you added to the /config/aliases
file.

6. To turn Sendmail on, either reboot the system or type this
command:

/usr/sbin/sendmail -bd -g30m
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Using a serial terminal with the BIG-IP system

There are a couple of different ways to add a serial terminal to the BIG-IP
system. You can add a serial terminal in addition to the console, or you can
add a serial terminal as the console. The difference between the two is:

+ A serial terminal configured as a terminal displays a simple login. You
can log in and run commands and edit files. In this case, you can use the
serial terminal in addition to the keyboard and monitor.

+ A serial terminal configured as the console displays system messages and
warnings in addition to providing a login prompt. In this case, the serial
terminal replaces the keyboard and monitor.

To connect the serial terminal to the BIG-IP system

Connect a serial line cable between the terminal device and the BIG-IP
system. On the back of BIG-IP system is a male, 9-Pin RS232C connector
labeled Terminal. (Be sure not to confuse this with the fail-over connection
which is also a male, 9-pin connector.)

4@ WARNING

Do not use the fail-over cable to connect the serial terminal to the BIG-IP
system. A null modem cable is required.

The connector is wired as a DTE device, and uses the signals described in
Table 3.5.

Pin Source Usage

1 External Carrier detect

2 External Received data

3 Internal Transmitted data

4 Internal Data terminal ready
5 Both Signal ground

7 Internal Request to send

8 External Clear to send

Table 3.5 Serial line cable signals

The connector is wired for direct connection to a modem, with receipt of a
Carrier Detect signal generating transmission of a login prompt by the
BIG-IP system. If you are planning to connect to a terminal or to connect a
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PC and utilize a terminal emulation program such as HyperTerminal™, you
need a null modem cable with the wiring to generate the signals shown in
Table 3.5.

‘ Note

You can achieve acceptable operation by wiring pins 7 to 8 and pins 1 to 4
at the back of the BIG-IP system (and turning hardware flow control off in
your terminal or terminal emulator).

Configuring a serial terminal in addition to the console

You can configure a serial terminal for the BIG-IP system in addition to the
standard console.

To configure the serial terminal in addition to the console

1.
2.

Connect the serial terminal to the BIG-IP system.

Configure the serial terminal settings in your terminal or terminal
emulator or modem as follows:

* 9600 baud for a server appliance or 19200 baud for a switch

» 8 bits

* 1 stop bit

* No parity

Open the /etc/ttys file and find the line that reads tty00 off. Modify

it as shown here:
# PC COM ports (tty00 is DOS COM1)
tty00 "/usr/libexec/getty default" vt1l00 in secure

Save the /etc/ttys file and close it.
Reboot the BIG-IP system.

Configuring a serial terminal as the console

You can configure the serial terminal as the console.

To configure the serial terminal as the console

1.
2.

Disconnect the keyboard from the BIG-IP system.

Connect the serial terminal to the BIG-IP system. When there is no
keyboard connected to the BIG-IP system, the BIG-IP system
defaults to using the serial port for the console.
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3. Configure the serial terminal settings in your terminal or terminal
emulator or modem as follows:

9600 baud for a server appliance or 19200 baud for a switch
* 8 bits
* 1 stop bit
* No parity

4. Reboot the BIG-IP system.

Forcing a serial terminal to be the console

In the case where you have not yet connected the serial terminal or it is not
active when the BIG-IP system is booted, as it might be if you are using a
terminal server or dial-up modem, you can force the controller to use the
serial terminal as a console. Note that you do not need to disconnect the
keyboard if you use this procedure to force the serial line to be the console.

To force a serial terminal to be the console

1. Edit the /etc/boot.default file.
Find the entry -console auto. Change this entry to -console com.

2. Save the /etc/boot.default file and exit the editor.
3. Plug the serial terminal into the serial port on the BIG-IP system.
4. Turn on the serial terminal.
5. Reboot the BIG-IP system.
4 WARNING

Once you configure a serial terminal as the console for the BIG-IP system,
the following conditions apply:

Keyboard/monitor access is disabled, and logging in is only possible
through Secure Telnet (SSH), if configured, or the serial line.

If the boot.default file is corrupted, the system does not boot at all. Save a
backup copy of the original file and keep a bootable CD-ROM on hand.

The boot.default file must contain either the line: -console com or the line:
-console auto. Do not configure both settings. This could cause problems
when you attempt to boot the system.
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Trunks

Link aggregation is the grouping of links (individual physical interfaces) to
form a trunk. Link aggregation increases the bandwidth of the individual
links in an additive manner. Thus, four fast Ethernet links, if aggregated,
create a single 400 Mbps link. The other advantage of link aggregation is
link fail-over. If one link in a trunk goes down, traffic is simply redistributed
over the remaining links.

A trunk must have a controlling link, and acquires all the attributes of that
controlling link from layer 2 and above. The trunk automatically acquires
the VLAN membership of the controlling link but does not acquire its media
type and speed. Outbound packets to the controlling link are load balanced
across all of the known-good links in the trunk. Inbound packets from any
link in the trunk are treated as if they came from the controlling link.

A maximum of eight links may be aggregated. For optimal performance,
links should be aggregated in powers of two. Thus, you ideally will
aggregate two, four, or eight links.

To configure a trunk using the Configuration utility

1. In the navigation pane, click Network.
The Network screen opens.

2. Click the Trunks tab.
The Trunks screen opens.

3. Click the Add button.

4. Select the link that is to be the controlling link from the Available
Interfaces list, and click controlling >>.
The interface appears at the top of the Aggregated Interfaces list.

5. Select the remaining link(s) from the Available Interfaces list and
click aggregated >>.
The interface(s) appears in the Aggregated Interfaces list below the
controlling link.

6. Click Done.

To configure a trunk from the command line

Use the following syntax to configure a trunk from the command line:

b trunk <controlling link> define <link>

You specify interfaces using the s.p convention, where s is slot number and
p is port number. A <link> is one or more such interfaces, with multiple
interfaces separated by spaces.

For more information on interface naming, refer to Interface naming
conventions, on page 3-3.
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Spanning Tree Protocol (STP)

The BIG-IP Application Switch provides Spanning Tree Protocol (STP)
implementation for loop resolution in configurations where one or more
external switches is connected in parallel with the BIG-IP system. You can
use this feature to configure two or more interfaces on the unit as an STP
domain. For interfaces in the STP domain, the spanning tree algorithm
identifies the most efficient path between the network segments, and
establishes the switch associated with that path as the root. Links forming
redundant paths are shut down, to be re-activated only if the root fails.

The STP domain should contain all ports that are connected in parallel to an
external switch where there are nodes on the link capable of generating or
receiving traffic. A second domain is called for if there is an additional
switch or switches connected in parallel with additional BIG-IP system
interfaces.

4@ WARNING

Use of STP may slow performance significantly, particularly if more than
one STP domain is created, and may have unforeseen effects on complex
networks. It is important to test your STP configuration before placing it
online.

Creating and deleting STP domains

You can create or delete STP domains using the Configuration utility or
from the command line.

To create an STP domain using the Configuration utility

1. In the navigation pane, click Network.
The Network screen opens.

2. Click the STP tab.
The Trunks screen opens.

3. Click the Add button.
4. Configure the STP domain attributes.

5. Click Done.

To create or delete an STP domain from the command line

To create an STP domain from the command line, use the following syntax:

b stp <stp_name> interfaces add <interface_name> ... | all

For example, if you want to create an STP domain named mystp that
contains the interfaces 1.1 and 1.2, type the following command.

b stp mystp interfaces add 1.1 1.2

BIG-IP® Reference Guide



Chapter 3

If you want to create an STP domain named mystp that contains all
interfaces on the BIG-IP system, type:

b stp <stp_name> interfaces add all

To delete an STP domain, use the following syntax:

b stp <stp_name> delete

Setting time intervals for an STP domain

You can set the time intervals in seconds for hello, max_age, and
forward_delay for the STP domain from the command line using the
following syntax:

b stp <stp_name> hello <interval>
b stp <stp_name> max age <interval>

b stp <stp_name> forward_delay <interval>

Adding or deleting interfaces in an STP domain

To add interfaces to an STP domain from the command line, use the
following syntax:

b stp <stp_name> interfaces add <if _list>

To delete interfaces from an STP domain, use the following syntax.

b stp <stp_name> interfaces delete <if _list>

Disabling and re-enabling an STP domain

To disable an STP domain from the command line, use the following
syntax:

b stp <stp_name> disable

To re-enable interfaces on an STP domain, use the following syntax:

b stp <stp_name> enable

’ Note

Disabling or deleting all interfaces on an STP domain disables the domain.
You cannot re-enable the domain without adding interfaces.
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Disabling and re-enabling interfaces in an STP domain

Restarting stpd

To disable specific interfaces in the STP domain from the command line,
use the following syntax:

b stp <stp_name> interfaces disable <if_ list>

To re-enable interfaces in an STP domain, use the following syntax:

b stp <stp_name> interfaces enable <if_ list>

The stpd daemon does not automatically restart when you synchronize
configurations between units in a BIG-IP redundant system. In order to
restart the stpd, type the following command:

bigstart restart stpd
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Port Mirroring

For the IP Application Switch, you can copy traffic from any port or set of
ports to a single, separate port. This is called port mirroring. Note that the
term port mirroring refers to a physcial port, rather than a logical port. You
should attach a sniffer device to the target port (called the mirror-to port) for
debugging and/or monitoring.

Setting up a port mirror

Port mirroring consists of specifying a mirror-to port and adding to it one or
more ports (that is, a port list) to be mirrored. You can set up port mirroring
using the Configuration utility or from the command line.

To set up port mirroring using the Configuration utility

1. In the navigation pane, click Network.
The Network screen opens.

Click the Interfaces tab.
Click the Port Mirroring subtab.
In the Port Mirroring screen, configure the port mirror attributes.

Click Done.

wook wn

To set up port mirroring from the command line
Use this bigpipe syntax for setting up port mirroring:

b mirror <mirror_to_if> interfaces add <if_list>

Example:

b mirror 2.1 interfaces add 1.2 1.4 1.8

Deleting interfaces from a port mirror or deleting a port mirror

You can delete individual interfaces from a port mirror, or you can
completely delete a port mirror.

To delete interfaces from the port mirror using the
command line

Use this bigpipe syntax to delete interfaces from the port mirror:

b mirror <mirror_to_if> interfaces delete <if_ list>

For example:

b mirror 2.1 interfaces delete 1.8




Post-Setup Tasks

To delete the port mirror from the command line

Use this bigpipe syntax to delete the port mirror:

b mirror <mirror_to_if> delete

For example:

b mirror 2.1 delete
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Introducing pools

A load balancing pool is the primary object in the high-level network. When
you create a pool, the members of the pool become visible nodes on the
high-level network, and can acquire the various properties that attach to
nodes.

A pool is a set of devices grouped together to receive traffic according to a
load balancing method. Pools are associated with a specific virtual server.
Thus, traffic coming into a virtual server is normally directed to one of the
associated pools. As an option, you can redirect traffic to a different pool
using the BIG-IP system’s iRules feature. For more information on iRules,
see Chapter 5, iRules.

Once a pool receives traffic, either directly from a virtual server or through a
rule, the pool can optionally perform a number of different operations, such
as inserting a header into an HTTP request, setting the Quality of Service or
Type of Service level within a packet, or redirecting a request to a fallback
destination.

Perhaps the most useful and flexible feature with respect to pools, however,
is the BIG-IP system’s Universal Inspection Engine (UIE). The UIE allows
a pool to make load-balancing decisions based on information contained
either in headers, or in the content of a packet. Thus, a pool can perform
load-balancing operations such as sending traffic to a specific node within
the pool, or enabling persistence based on any string or node that you define.

Required pool attributes

When creating a basic pool, you must specify two pool attributes. Table 4.1
lists and describes these required attributes.

Required Attribute

Description

Pool name

Member IP address

The most basic attribute you can configure for a pool is the pool name. Pool names are
case-sensitive and may contain letters, numbers, and underscores (_) only. Reserved
keywords are not allowed.

Each pool that you define must have a unique name.

For each pool that you create, you must specify the nodes that are to be members of
that pool. Nodes must be specified by their IP addresses.

Table 4.1 Required pool attributes

’ Note

A third attribute, the load balancing method, is required; however, the
BIG-IP system automatically specifies a default mode when you create the
pool. For more information, see Load balancing methods, on page 4-8.
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Optional pool attributes

You create a pool using the Configuration utility or the bigpipe pool
command. When you create the pool, you assign a pool name and specify a
number of attributes, such as the members of the pool, the load balancing
method you want the BIG-IP system to use to select pool members, and the
type of persistence required, if any. You can also configure the pool to send
certain types of traffic to a specific member of that pool.

When creating a pool, you can configure several optional pool attributes.
Table 4.2 lists the optional attributes you can configure for a pool.

Pool Attribute

Description

Load balancing method

Persistence method

HTTP redirection

HTTP header insertion

HTTP header erase

selective re-encryption

Port translation

Quality of Service (QoS) level

Type of Service (ToS) level

Disabling of SNAT and NAT

connections

Forwarding

You can define a specific load balancing method for a pool, and you can configure
priority-based member activation. Various pools can be configured with different
load balancing methods.

You can assign a pre-defined persistence type to a pool, or you can specify an
expression that enables persistence on any string. You can also specify an
expression that directly selects a node within a pool.

You can redirect HTTP requests to a fallback host, protocol, port, or URI path.

You can configure a pool to insert a header into an HTTP request. For example, the
header could include an original client IP address, to preserve the address during a
SNAT connection.

You configure a pool to erase the contents of a header in an HTTP request. This is
useful when headers contain sensitive information that you do not want to forward
over a network.

SSL proxy server-side re-encryption at the pool level allows you to override the
re-encryption option for selected pools.

You can enable or disable port translation for specific pools. Port translation uses
an alias port that identifies a specific node managed by the BIG-IP system to the
external network. Port translation is enabled by default.

You can configure a pool to set a specific QoS level within a packet, based on the
targeted pool.

You can configure a pool to set a specific ToS level within a packet, based on the
targeted pool.

You can configure a pool so that SNATs and NATs are automatically disabled for
any connections using that pool.

You can configure a forwarding pool, which causes a connection to be forwarded,
using IP routing, instead of load balanced. Creating a forwarding pool allows you to
use pool-based features for traffic that should be forwarded.

Table 4.2 Optional pool attributes
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Pool Attribute

Description

Mirroring

Clone pool

The mirror attribute mirrors a persistence record over to a standby unit. A
persistence record identifies the connections to be persisted.

The clone pool attribute is used for intrusion detection. When the attribute is
enabled, a regular pool has a clone pool configured for it.

Table 4.2 Optional pool attributes

A full description of these attributes begins with the section Load balancing
methods, on page 4-8.
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Managing pools

Creating a pool

You can manage pools using either the web-based Configuration utility or
the command-line interface. This section describes how to create, delete,
modify, or display a pool, using each of these configuration methods.

You can create either a basic pool, specifying just a pool name and pool
members, or you can create a pool specifying multiple attributes, such as
persistence types, header insertion, and Quality of Service/Type of Service
levels.

To create a pool using the Configuration utility

1. In the navigation pane, click Pools.
The Pools screen opens.

2. Click the Add button.
The Add Pool screen opens.

3. In the Add Pool screen, fill in the fields to create the new pool and
configure its attributes.

4. Click Done.

To create a pool from the command line

To define a pool and configure its attributes from the command line, use the
following syntax:

b pool <pool_name> { member <member definition> ... member <member_definition> }

For example, if you want to create the pool my_pool with two members,
you type the following command:

b pool my pool { member 11.12.1.101:80 member 11.12.1.100:80 }

Table 4.3 lists all pool attributes and shows the syntax that you use to
configure them with the bigpipe pool command.

Pool Attribute

Syntax

Pool name
Member definition

load balancing method

A string from 1 to 31 characters, for example: new_pool
member <ip_address>:<service> [ratio <value>] [priority <value>]

Ib_method [rr | ratio | fastest | least_conn | predictive | observed |
ratio_member | fastest_member | least_conn_member |
observed_member | predictive_member | dynamic_ratio]

Table 4.3 Syntax for pool attributes
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Pool Attribute

Syntax

persistence type

fallback host specification
fallback protocol specification
fallback port specification
fallback path specification

header insert and erase

selective re-encryption
port translation
link_qgos to client level
link_qos to server level
ip_tos to client level
ip_tos to server level
snat disable

nat disable

forward

clone pool

persist [ simple | cookie | ssl | sip | sticky | msrdp | <expression> ]
persist_timeout [<timeout_value>]
select [<expression>]

fallback <fallback_host>
fallback <fallback_protocol>
fallback <fallback_port>
fallback <fallback_path>

header_insert <quoted string>
header_erase <quoted string>

serverssl <enable | disable>
translate port <enable | disable>
link_gos to client <level>
link_gos to server <level>
ip_tos to client <level>

ip_tos to server <level>

snat <ip address> disable

nat <ip address> disable
forward

clone before | clone after <pool_name>

Table 4.3 Syntax for pool attributes

Modifying a pool

To modify a pool using the Configuration utility

1. In the navigation pane, click Pools.
The Pools screen opens.

In addition to adding nodes to a pool or deleting nodes from a pool, you can
also modify pool attributes. You can add a new member to a pool, change
the load-balancing mode, or delete a member from a pool.

To modify the attributes of a pool, you can use either the Configuration
utility or the bigpipe pool command.
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2. In the Pool Name list, click the name of the pool that you want to
modify.
This displays the properties of that pool.

3. Change any of the pool attributes shown.
4. Click Apply.

To modify a pool from the command line

The following example shows how to change the default load-balancing
mode from Round Robin to Predictive and add two new members to the
pool:

b pool <pool_name> { member 11.12.1.101:80 member 11.12.1.100:80 1lb_method predictive }

Deleting a pool

Displaying a pool

You can delete an existing pool, using either the Configuration utility or the
bigpipe pool command.
To delete a pool using the Configuration utility

1. In the navigation pane, click Pools.
The Pools screen opens.

2. In the Pool Name list, locate the pool that you want to delete and
click the Delete button.
A confirmation dialog box appears.

3. Click OK.

To delete a pool from the command line
To delete a pool, use the following syntax:

b pool <pool_name> delete

You must remove all references to a pool before you can delete a pool.

Displaying a pool means looking at the properties of that pool. You can look
at the properties of an existing pool using either the Configuration utility or
the bigpipe pool command.

To display a pool using the Configuration utility

1. In the navigation pane, click Pools.
The Pools screen opens.
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2. In the Pool Name list, click on the name of the pool that you want to
modify.
This displays the properties of that pool.

To display one or more pools from the command line
Use the following command to display all pools:

b pool show

Use the following command syntax to display a specific pool:

b pool <pool_name> show

The following sections describe the various pool attributes that you can
configure for a pool.
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Load balancing methods

Round Robin

Ratio

Load balancing is an integral part of the BIG-IP system. Configuring load
balancing on the BIG-IP system means determining your load balancing
scenario, that is, which node should receive a connection hosted by a
particular virtual server. Once you have decided on a load balancing
scenario, you can specify the appropriate load balancing method for that
scenario.

A load balancing method is an algorithm or formula that the BIG-IP system
uses to determine the node to which traffic will be sent. Individual load
balancing methods take into account one or more dynamic factors, such as
current connection count. Because each application of the BIG-IP system is
unique, and node performance depends on a number of different factors, we
recommend that you experiment with different load balancing methods, and
select the one that offers the best performance in your particular
environment.

The default load balancing method on the BIG-IP system is Round Robin,
which simply passes each new connection request to the next server in line.
All other load balancing methods take server capacity and/or status into
consideration.

If the equipment that you are load balancing is roughly equal in processing
speed and memory, Round Robin mode works well in most configurations.
If you want to use the Round Robin mode, you can skip the remainder of
this section, and begin configuring other pool attributes that you want to add
to the basic pool configuration.

If you are working with servers that differ significantly in processing speed
and memory, you may want to switch to Ratio mode or to one of the
dynamic modes, described in this section.

This is the default load balancing method. Round Robin mode passes each
new connection request to the next server in line, eventually distributing
connections evenly across the array of machines being load balanced.
Round Robin mode works well in most configurations, especially if the
equipment that you are load balancing is roughly equal in processing speed
and memory.

The BIG-IP system distributes connections among machines according to
ratio weights that you define, where the number of connections that each
machine receives over time is proportionate to a ratio weight you define for
each machine. This is a static load balancing method, basing distribution on
static user-assigned ratio weights that are proportional to the capacity of the
servers.
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Dynamic ratio

Fastest

Least Connections

Load balancing calculations may be localized to each pool (member-based
calculation) or they may apply to all pools of which a server is a member
(node-based calculation). Member-based calculation is specified by the
extension ratio_member. This distinction is especially important; in Ratio
Member mode, the actual ratio weight is a member attribute in the pool
definition, whereas in Ratio mode, the ratio weight is an attribute of the
node.

Dynamic Ratio mode is like Ratio mode except that ratio weights are based
on continuous monitoring of the servers and are therefore continually
changing.

This is a dynamic load balancing method, distributing connections based on
various aspects of real-time server performance analysis, such as the current
number of connections per node or the fastest node response time.

Dynamic Ratio mode is used specifically for load balancing traffic to
RealNetworks® RealSystem® Server platforms, Windows® platforms
equipped with Windows Management Instrumentation (WMI), or any server
equipped with an SNMP agent such as the UC Davis SNMP agent or
Windows 2000 Server SNMP agent. To implement Dynamic Ratio load
balancing, you must first install and configure the necessary server software
for these systems. For more information, see Configuring Dynamic Ratio
load balancing, on page 4-13.

Fastest mode passes a new connection based on the fastest response of all
currently active nodes. Fastest mode may be particularly useful in
environments where nodes are distributed across different logical networks.

Load balancing calculations may be localized to each pool (member-based
calculation) or they may apply to all pools of which a server is a member
(node-based calculation). The variant of the mode using member-based
calculation is distinguished by the extension fastest_member.

Least Connections mode is relatively simple in that the BIG-IP system
passes a new connection to the node that has the least number of current
connections. Least Connections mode works best in environments where the
servers or other equipment you are load balancing have similar capabilities.

This is a dynamic load balancing method, distributing connections based on
various aspects of real-time server performance analysis, such as the current
number of connections per node or the fastest node response time.

Load balancing calculations may be localized to each pool (member-based
calculation) or they may apply to all pools of which a server is a member
(node-based calculation). The variant of the mode using member-based
calculation is distinguished by the extension least_conn_member.
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Observed

Predictive

Observed mode uses a combination of the logic used in the Least
Connection and Fastest modes. In Observed mode, nodes are ranked based
on a combination of the number of current connections and the response
time. Nodes that have a better balance of fewest connections and fastest
response time receive a greater proportion of the connections. Observed
mode also works well in any environment, but may be particularly useful in
environments where node performance varies significantly.

This is a dynamic load balancing method, distributing connections based on
various aspects of real-time server performance analysis, such as the current
number of connections per node or the fastest node response time.

Load balancing calculations may be localized to each pool (member-based
calculation) or they may apply to all pools of which a server is a member
(node-based calculation). The variant of the mode using member-based
calculation is distinguished by the extension observed_member.

Predictive mode also uses the ranking methods used by Observed mode,
where nodes are rated according to a combination of the number of current
connections and the response time. However, in Predictive mode, the
BIG-IP system analyzes the trend of the ranking over time, determining
whether a node’s performance is currently improving or declining. The
nodes with better performance rankings that are currently improving, rather
than declining, receive a higher proportion of the connections. Predictive
mode works well in any environment.

This is a dynamic load balancing method, distributing connections based on
various aspects of real-time server performance analysis, such as the current
number of connections per node or the fastest node response time.

Load balancing calculations may be localized to each pool (member-based
calculation) or they may apply to all pools of which a server is a member
(node-based calculation). The variant of the mode using member-based
calculation is distinguished by the extension predictive_member.

Setting the load balancing method for a pool

A load balancing method is specified as a pool attribute when a pool is
defined and may be changed by changing this pool attribute. For
information about configuring a pool, see Managing pools, on page 4-4. The
following example describes how to configure a pool to use Ratio Member
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load balancing. Note that for Ratio Member mode, in addition to changing
the load balancing attribute, you must assign a ratio weight to each member
node.

& Tip
The default ratio weight for a node is 1. If you keep the default ratio weight
for each node in a virtual server mapping, the nodes receive an equal

proportion of connections as though you were using Round Robin load
balancing.

To configure the pool and load balancing method using the
Configuration utility

1. In the navigation pane, click Pools.
The Pools screen opens.

2. The next action depends on your intent:

* If you are adding a new pool, click the Add button.
The Add Pool screen opens.

* If you are changing an existing pool, click the pool name in the
Pool Name list.
The Pool Properties screen opens.

3. Inthe Add Pool screen or Pool Properties screen, configure the pool
attributes. For additional information about defining a pool, click
the Help button.

‘ Note

Round Robin is the default load balancing method and never needs to be set
unless you are returning to it from a non-default mode.

To switch a pool to ratio_member mode using the
Configuration utility

1. In the navigation pane, click Pools.
The Pools screen opens.

1. In the Pool Name list, click a pool name.
This displays the properties of that pool.

2. In the Current Members list, click the member you want to edit.

3. Click the Back button (<<) to pull the member into the resources
section.

4. Change or add the ratio value for the member.

5. Click the Add button (>>) to add the member to the Current
Members list.

6. Click Done.

BIG-IP® Reference Guide
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To switch a pool to Ratio Member mode from the
command line

To switch a pool to ratio_member load balancing, use the modify keyword
with the bigpipe pool command. For example, if you want to change the
pool my_pool to use the ratio load balancing method and to assign each
member its ratio weight, you can type the following command:

b pool my pool modify { 1lb_method ratio member 11.12.1.101:80 ratio 1 member
11.12.1.100:80 ratio 3}

4@ WARNING

If you set the load balancing method to Ratio (as opposed to Ratio Member),
you must define the ratio settings for each node address.

Setting ratio weights for node addresses

The default ratio setting for any node address is 1. If you use the Ratio (as
opposed to Ratio Member) load balancing method, you must set a ratio other
than 1 for at least one node address in the configuration. If you do not
change at least one ratio setting, the load balancing method has the same
effect as the Round Robin load balancing method.

To set ratio weights using the Configuration utility

1. In the navigation pane, click Nodes.

2. In the Nodes list, click the Node Addresses tab.
The Node Addresses screen opens.

3. Inthe Node Addresses screen, click the Address of the node.
The Global Node Address screen opens.

4. In the Ratio box, type the ratio weight of your choice.

5. Click the Apply button to save your changes.

To set ratio weights from the command line

The bigpipe ratio command sets the ratio weight for one or more node
addresses:

b ratio <node_ip> [<node_ip>...] <ratio weight>

For example, the following command sets the ratio weight to 3 for a specific
node address:

b ratio 192.168.103.20 3

‘ Note

The <weight> parameter must be a whole number, equal to or greater than

1.

4-12



Pools

Displaying ratio weights for node addresses

To display the ratio weights for one or more members
using the Configuration utility

1. In the navigation pane, click Pools.
The Pools screen opens.

2. In the Pool Name list, click the name of the pool.
This displays the properties of that pool.

3. Inthe Current Members list, view the r number following each IP
address.

To display the ratio weights for one or more node
addresses from the command line

The following command displays the current ratio weight settings for all
node addresses.

b ratio show

The command displays the output shown in Figure 4.1.

192.168.200.51 ratio
192.168.200.52 ratio

Figure 4.1 Ratio weights for node addresses

The following command syntax displays the ratio setting for one or more
node addresses:

b ratio <node_ip> [...<node_ip>] show

Configuring Dynamic Ratio load balancing

You can configure Dynamic Ratio load balancing for pools that consist of
RealNetworks® RealServer servers, Windows servers equipped with
Windows Management Instrumentation (WMI), or any server equipped with
an SNMP agent such as the UC Davis SNMP agent or Windows 2000
Server SNMP agent.

To implement Dynamic Ratio load balancing, the BIG-IP system provides a
special monitor plugin file and a health monitor template for each type of
server (except for a server equipped with an SNMP agent. In this case, the
BIG-IP system needs to provide the monitor template only).

For each server, the monitor plugin must be installed on the server, while the
monitor template is used to create a monitor that resides on the BIG-IP
system. Once created, the monitor communicates directly with the server
plugin.

BIG-IP® Reference Guide
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Table 4.4 shows, for each server type, the required monitor plugin and the
corresponding health monitor templates.

UNIX server

UC Davis SNMP agent

BIG-IP Monitor
Server Type Monitor Plugin Template
RealServer Windows server F5RealMon.dll real_server
RealServer UNIX server f5realmon.so
Windows server with WMI F5lsapi.dll wmi
Windows 2000 Server server SNMP agent snmp_dca and

snmp_dca_base

Table 4.4 Monitor plugins and corresponding monitor templates

Configuring RealSystem Server systems

For RealSystem Server systems, the BIG-IP system provides a monitor

plugin that gathers the necessary metrics when the plugin is installed on the
RealSystem Server system. Configuring a RealSystem Server for Dynamic
Ratio load balancing consists of four tasks:

* Installing the monitor plugin on the RealSystem server

* Configuring a real_server health check monitor on the BIG-IP system

» Associating the health check monitor with the server to gather the

metrics

* Creating or modifying the server pool to use Dynamic Ratio load

balancing

To install the monitor plugin on a RealSystem Server
system (Windows version)

Use the following procedure to install the monitor plugin on a Windows

RealSystem Server system.

1. Download the monitor plugin F5SRealMon.dll from the BIG-IP
system. The plugin is located in /usr/contrib/fS/isapi. (The URL is
https://<bigip_address>/doc/rsplugin/fSrealmon.dll.)

2. Copy f5realmon.dll to the RealServer Plugins directory. (For

example, C:\Program Files\RealServer\Plugins.)

3. If the RealSystem Server process is running, restart it.
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To install the monitor plugin on a RealSystem Server
system (UNIX version)

1. From the BIG-IP CD, copy the file FSRealMonsrc.tgz from the
directory downloads/rsplugins.

2. Download the RealSystem Server SDK from
<<http://proforma.real.com/rnforms/resources/server/realsystemsdk
/index.html>>

3. Use the UNIX utilities gunzip and tar to uncompress the file
F5RealMonsrc.tgz, as follows:

gunzip F5ReaMonsrc.tgz
tar -xpf F5RealMonsrc.tar
A list of files appears that includes two makefiles,

linux-2.0-libc6-i386.mak and sunos-5.7-sparc.mak, for Linux and
SunOS systems respectively.

4. In both makefiles, change the paths that point to the SDK location.

5. Type one of the following commands, depending on your operating
system:
make -f linux-2.0-1libc6-i386.mak (for Linux)

make -f sunos-5.7-sparc.mak (for Sunos)

This creates a source file for the RealSystem Server plugin,
F5RealMon.so.

6. Move the FSRealMon.so plugin to the Plugins/ directory under the
RealServer home directory.

7. Start RealSystem Server.

To configure a real_server monitor for the server node

Using the Configuration utility or the bigpipe command, create a
health-check monitor using the real_server monitor template. The
real_server monitor template is shown in the Figure 4.2.

monitor type real_server {
interval 5
timeout 16
dest *.12345
method "GET"
cmd "GetServerStats"
metrics "ServerBandwidth:1.5,CPUPercentUsage, MemoryUsage,
TotalClientCount"
agent "Mozilla/4.0 (compatible: MSIE 5.0; Windows NT)
}

Figure 4.2 real_server monitor template
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The real_server monitor template can be used as is, without modifying any
of the attributes. Alternatively, you can add metrics and modify metric
attribute values. To do this, you need to create a custom monitor. For
example:

b monitor my real_server ’'{ use real_server metrics "ServerBandwidth:2.0" }~’

The complete set of server-specific metrics and metric attribute default
values is shown in Table 4.5.

Metric Default Coefficient Default Threshold
ServerBandwidth (Kbps) 1.0 10,000
CPUPercentUsage 1.0 80
MemoryUsage (Kb) 1.0 100,000
TotalClientCount 1.0 1,000
RTSPClientCount 1.0 500
HTTPClientCount 1.0 500
PNACIientCount 1.0 500
UDPTransportCount 1.0 500
TCPTransportCount 1.0 500
MulticastTransportCount 1.0 500

Table 4.5 real_server monitor metrics

The metric coefficient is a factor determining how heavily the metric’s value
counts in the overall ratio weight calculation. The metric threshold is the
highest value allowed for the metric if the metric is to have any weight at all.
To understand how to use these values, it is necessary to understand how the
overall ratio weight is calculated. The overall ratio weight is the sum of
relative weights calculated for each metric. The relative weights, in turn, are
based on three factors:

* the value for the metric returned by the monitor
* the coefficient value

¢ the threshold value

Given these values, the relative weight is calculated as follows:

w=( (threshold-value) /threshold) *coefficient

You can see that the higher the coefficient, the greater the relative weight
calculated for the metric. Similarly, the higher the threshold, the greater the
relative weight calculated for any metric value that is less than the threshold.
(When the value reaches the threshold, the weight goes to zero.)
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b monitor
monitor

b monitor

b monitor

b pool <pool_name> {

my_real_server
my_ real_ server

my real_ server

my real_ server

Note that the default coefficient and default threshold values shown in Table
4.5 are metric defaults, not femplate defaults. The template defaults take
precedence over the metric defaults, just as user-specified values in the
custom real_server monitor take precedence over the template defaults. For
example, in Figure 4.2, the template specifies a coefficient value of 1.5 for
ServerBandwidth and no value for the other metrics. This means that the
template will use the template default of 1.5 for the ServerBandwidth
coefficient and the metric default of 1 for the coefficients of all other
metrics. However, if a custom monitor my_real_server were configured
specifying 2.0 as the ServerBandwidth coefficient, this user-specified
value would override the template default.

The syntax for specifying non-default coefficient or threshold values is:

<metric>:<coefficient |<*>:<threshold>

The following examples show how to specify a coefficient value only, a
threshold value only, and a coefficient and a threshold value, respectively.

{ use real_server metrics CPUPercentUsage:1.5 }’
{ use real_server metrics CPUPercentUsage:*:70 }’

{ use real_server metrics CPUPercentUsage:1.5:70 }’

Metric coefficient and threshold are the only non-template defaults. If a
metric not in the template is to be added to the custom monitor, it must be
added to the metric list:

{ use real_server metrics "HTTPClientCount" }’

To associate the monitor with the member node

Associate the custom health check monitor with the server node, creating an
instance of the monitor for that node:

b node <node_addr> monitor use my real_ server

To set the load balancing method to Dynamic Ratio

Create or modify the load balancing pool to which the server belongs to use
Dynamic Ratio load balancing:

<member definition>... 1lb_method dynamic_ratio }

Configuring Windows servers with WMI

For Windows running Windows Management Instrumentation (WMI), the
BIG-IP system provides a Data Gathering Agent F5Isapi.dll for the server.
Configuring a Windows platform for Dynamic Ratio load balancing consists
of four tasks:

» Installing the Data Gathering Agent FSIsapi.dll on the server
* Configuring a wmi health check monitor on the BIG-IP system

* Associating the health check monitor with the server to gather the
metrics

* Creating or modifying the server pool to use Dynamic Ratio load
balancing

BIG-IP® Reference Guide
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To install the Data Gathering Agent (F5Isapi) on the server

1. Download the Data Gathering Agent (F5Isapi.dll) from the
BIG-IP system. The plugin is located in /usr/contrib/f5/isapi. (The
URL is https://<bigip_address>/doc/isapi/fSisapi.dll.)

2. Copy f5isapi.dll to the directory C:\Inetpub\scripts.
3. Open the Internet Services Manager.

4. In the left pane of the Internet Services Manager, open the folder
<machine_name>\Default Web Site\Script, where
<machine_name> is the name of the server you are configuring.
The contents of Scripts folder opens in the right pane.

5. In the right pane, right click F5Isapi.dll,and select Properties.
The Properties dialog box for F5Isapi.dll opens.

6. Deselect Logyvisits. (Logging of each visit to the agent quickly fills
up the log files.)

7. Click the File Security tab.
The File Security options appears.

8. In the Anonymous access and authentication control group box,
click Edit.
The Authentication Methods dialog box opens.

9. In the Authentication methods dialog box, clear all check boxes,
then select Basic Authentication.

10. In the Authentication methods dialog box, click OK to accept the
changes.

11. In the Properties dialog box, click Apply.
The WMI Data Gathering Agent is now ready to be used.

To configure a wmi monitor for the server node

Using the Configuration utility or the bigpipe command, create a health
check monitor using the wmi monitor template. The wmi monitor template
is shown in Figure 4.3.

monitor type wmi {

interval 5

timeout 16

dest *:12346

username ""

password ""

method "POST"

urlpath "/scripts/F5Isapi.dll"

cmd "GetCPUInfo, GetDiskInfo, GetOSInfo"

metrics "LoadPercentage, DiskUsage, PhysicalMemoryUsage:1.5,
VirtualMemoryUsage:2.0"

post "<input type='hidden’ name='RespFormat’ value=’'HTML’'>"
agent "Mozilla/4.0 (compatible: MSIE 5.0; Windows NT)

}

Figure 4.3 wmi monitor template
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The monitor template contains default values for all the attributes. These are
template defaults. In creating a custom monitor from the template, the only
default values you are required to change are the null values for user name
and password. For example:

b monitor my wmi ’{ use wmi username "dave" password "$getm" }’

You may also add commands and metrics and modify metric attribute
values. The complete set of commands, associated metrics, and metric
attribute default values are shown in Table 4.6.

Default Default

Command Metric Coefficient | Threshold
GetCPUInfo LoadPercentage (%) 1.0 80
GetOSiInfo PhysicalMemoryUsage (%) 1.0 80
VirtualMemoryUsage (%) 1.0 80
NumberRunningProcesses 1.0 100

GetDiskInfo DiskUsage (%) 1.0 90
GetPerfCounters | TotalKBytesPerSec 1.0 10,000
ConnectionAttemptsPerSec 1.0 500

CurrentConnections 1.0 500
GETRequestsPerSec 1.0 500

PUTRequestsPerSec 1.0 500
POSTRequestsPerSec 1.0 500
AnonymousUsersPerSec 1.0 500
CurrentAnonymousUsers 1.0 500
NonAnonymousUsersPerSec 1.0 500
CurrentNonAnonymousUser 1.0 500

CGIRequestsPerSec 1.0 500

CurrentCGIRequests 1.0 500
ISAPIRequestsPerSec 1.0 500
CurrentlSAPIRequests 1.0 500

GetWinMedialnfo | AggregateReadRate 1.0 10,000
Kbps

Table 4.6 wmi monitor commands and metrics
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Default Default

Command Metric Coefficient | Threshold
AggregateSendRate 1.0 10,000
Kbps

ActiveLiveUnicastStreams 1.0 1000
ActiveStreams 1.0 1000
ActiveTCPStreams 1.0 1000
ActiveUDPStreams 1.0 1000
AllocatedBandwidth 1.0 10,000
Kbps

AuthenticationRequests 1.0 1000
AuthenticationsDenied 1.0 100
AuthorizationRequests 1.0 1000
AuthorizationsRefused 1.0 100
ConnectedClients 1.0 500
ConnectionRate 1.0 500
HTTPStreams 1.0 1000
HTTPStreamsReadingHeader 1.0 500
HTTPStreamsStreamingBody 1.0 500
LateReads 1.0 100
PendingConnections 1.0 100
PluginErrors 1.0 100
PluginEvents 1.0 100
SchedulingRate 1.0 100
StreamErrors 1.0 100
StreamTerminations 1.0 100
UDPResendRequests 1.0 100
UDPResendsSent 1.0 100

Table 4.6 wmi monitor commands and metrics
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For more information about the metric coefficients and thresholds, refer to
the description accompanying Table 4.5, real_server monitor metrics, on
page 4-16. Note that for a wmi monitor, you can add commands. To do this,
simply add them to the cmd list.

To associate the monitor with the member node

Associate the custom health check monitor with the server node, creating an
instance of the monitor for that node:

b node <node_addr> monitor use my wmi

To set the load balancing method to Dynamic Ratio

Use the following syntax to create or modify the load balancing pool to
which the server belongs to use Dynamic Ratio load balancing:

b pool <pool_name> { <member definition>... lb_method dynamic_ratio }

Configuring an SNMP agent

The BIG-IP system includes an SNMP data collecting agent that can query
remote SNMP agents of various types, including the UC Davis agent and the
Windows 2000 Server agent. Configuring a server to use its SNMP agent for
Dynamic Ratio load balancing consists of three tasks:

* Configuring a health check monitor, using either the Configuration utility
or the bigpipe command

* Associating the health check monitor with the server to gather the
metrics

* Creating or modifying the server pool to use Dynamic Ratio load
balancing

The BIG-IP system provides two templates that you can use to create a
health monitor for a server that uses an SNMP agent. These two monitor
templates are:

¢ snmp_dca
Use this template to create a monitor when you want the load balancing
destination to be based on default values for CPU, memory, and disk use
metrics.

¢ snmp_dca_base
Use this template to create a monitor when you want the load balancing
destination to be based solely on user data, and not CPU, memory, or
disk use metrics.

’ Note

For a description of these templates and the default values for each metric,
see Chapter 12, Monitors.
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Figure 4.4 shows a monitor based on the snmp_dca monitor template. This
monitor uses the default metric values.

monitor my_snmp_dca
’{ use snmp_dca
interval 10
timeout 30
dest *:161
agent_type "UCD"
cpu_coefficient "1.5"
cpu_threshold "80"
mem_coefficient "1.0"
mem_threshold "70"
disk_coefficient "2.0"
disk_threshold "90"
USEROID ".1.3.6.1.4.1.2021.4.6.0"
USEROID_COEFFICIENT "1.0"
USEROID_THRESHOLD "90"

}l

Figure 4.4 A monitor based on the snmp_dca template

Figure 4.5 shows a monitor based on the snmp_dca_base monitor template.
This monitor uses the default metric values. The values shown are default
values, except for the value of USEROID, which is user-defined.

monitor my_snmp_dca_base
'{ use snmp_dca_base
interval 10
timeout 30
dest *:161

USEROID ".1.3.6.1.4.1.2021.4.6.0"
USEROID_COEFFICIENT "1.0"
USEROID_THRESHOLD "90"

}l

Figure 4.5 A monitor based on the snmp_dca_base template

’ Note

Note that in the preceding examples, the user-defined variables are
specified as USEROID, USEROID_COEFICIENT, and
USEROID_THRESHOLD. You can create any variable names you want.
Although the values shown in the examples are entered in uppercase,
uppercase is not required.

To configure a monitor based on either the snmp_dca or snmp_dca_base
template, you can use the Configuration utility or bigpipe command.

‘ Note

The default agent type specified in the snmp_dca template is UC Davis.
When configuring a monitor for a Windows 2000 server, you must change
the agent type to Windows 2000.
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To configure an SNMP monitor using the Configuration

utility
1.
2.

10.

11.

12.

13.

In the Navigation pane, click Monitors.

Click the Add button.
This displays the Configure Monitor Name and Parent screen.

Enter a unique name for the monitor in the Name box and select a
template from the Inherits from box.

« If you want the monitor to include CPU, memory, disk, and user
metrics, select the snmp_dca template.

« If you want the monitor to include user metrics only, select the
snmp_dca_base template.

Click Next.
This displays the Configure Basic Properties screen.

Retain or change the values in the Interval and Timeout boxes.

Click Next.
This displays the Configure EAV SNMP DCA Monitor screen.

Retain or change the values for CPU, memory, and disk use.

Note that in the snmp_dca template, the default value for the Agent
Type property is UCD. To configure a monitor for a Windows 2000
agent, change this value to WIN2000.

Select the appropriate SNMP version number (v1 or v2¢) in the
Version box.

Click Next.
This displays the Configure EAV Variables screen.

If you are specifying user-defined metrics, configure the EAV
variables by specifying a unique name and a value for each
Name/Value pair.

The three variables (that is, Name/Value pairs) correspond to OID,
coefficient, and threshold. Note that if the value of the OID variable
is an absolute value, verify that the user-defined threshold value is
also an absolute value. If the threshold value is not absolute, the
BIG-IP system might not factor the value into the load calculation.
The default user-defined threshold value is 90.

Click Next.
This displays the Configure Destination Address and Service (Alias)
screen. We recommend that you use the default values shown here.

Click Done.
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To configure an SNMP monitor using the bigpipe command

When configuring an SNMP monitor using the bigpipe command, you can
use the default CPU, memory, and disk coefficient and threshold values
specified in the templates, or you can change the default values. Optionally,
you can specify coefficient and threshold values for gathering other types of
data. Note that if the monitor you are configuring is for a type of SNMP
agent other than UC Davis, you must specify the agent type as an argument
to the bigpipe command.

The following command-line examples show various ways to configure an
SNMP monitor. Note that although arguments for user-defined metrics are
shown in uppercase, uppercase is not required.

To configure a monitor for a UC Davis SNMP agent, using default CPU,
memory, and disk use values, use the bigpipe monitor command, as in the
following example.

b monitor my snmp dca ‘{ use snmp_dca }’

To configure a monitor for a UC Davis SNMP agent, using all default CPU,
memory threshold, and disk use values and specifying a non-default
memory coefficient value, use the bigpipe monitor command, as in the
following example.

b monitor my snmp dca ’‘{ use snmp_dca mem coefficient "1.5" }’

To configure a monitor for a UC Davis SNMP agent, using default CPU,
memory threshold, and disk use values and specifying non-default memory
coefficient and user values, use the bigpipe monitor command, as in the
following example.

b monitor my snmp_dca ’‘{ use snmp_dca mem coefficient "1.5" USEROID ".1.3.6.1.4"
USEROID_COEFFICIENT "1.5" USEROID_THRESHOLD "80" }~’

To configure a monitor for a UC Davis SNMP agent, omitting CPU,
memory, and disk use values, and using default user coefficient and user
threshold values (1.0 and 90 respectively), use the bigpipe monitor
command, as in the following example.

b monitor my snmp dca ’‘{ use snmp_dca_base USEROID ".1.3.6.1.4" }~’

To configure a monitor for a UC Davis SNMP agent, omitting CPU,
memory, and disk use values, and specifying non-default user values, use
the bigpipe monitor command, as in the following example.

b monitor my snmp dca_base ’{ use snmp_ dca_base USEROID ".1.3.6.1.4" USEROID COEFFICIENT/
"1.5" USEROID_THRESHOLD "80" }’

To configure a monitor for a Windows 2000 SNMP agent, using default
CPU, memory, and disk use values, use the bigpipe monitor command, as
in the following example.

b monitor my win2000_snmp dca ’‘{ use snmp_dca agent_type "WIN2000" }~’
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b pool <pool_name> {

To associate the health check monitor with the member
node

Use the following syntax to associate the custom health check monitor with
the server node and create an instance of the monitor for that node:

b node <node_addr> monitor use my snmp_dca

To set the load balancing method to Dynamic Ratio

Use the following syntax to create or modify the load balancing pool to
which the server belongs to use Dynamic Ratio load balancing:

<member definition>... 1lb_method dynamic_ratio }

Priority-based member activation

You can load balance traffic across all members of a pool or across only
members that are currently activated according to their priority number. In
priority-based member activation, each member in a pool is assigned a
priority number that places it in a priority group designated by that number.
With all nodes available (meaning they are enabled, marked up, and have
not exceeded their connection limit), the BIG-IP system distributes
connections to all nodes in the highest priority group only, that is, the group
designated by the highest priority number. The min_active_members value
determines the minimum number of members that must remain available for
traffic to be confined to that group. If the number of available nodes in the
highest priority group goes below the minimum number, the BIG-IP system
also distributes traffic to the next higher priority group, and so on.

pool my_pool {
1b_mode fastest
min_active_members 2
member 10.12.10.1:80 priority
member 10.12.10.2:80 priority
member 10.12.10.3:80 priority
member 10.12.10.4:80 priority
member 10.12.10.5:80 priority
member 10.12.10.6:80 priority
member 10.12.10.7:80 priority
member 10.12.10.8:80 priority
member 10.12.10.9:80 priority
}
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Figure 4.6 Sample pool configuration for priority based member activation

The configuration shown in Figure 4.6 has three priority groups, 3, 2, and 1.
Connections are first distributed to all nodes with priority 3. If fewer than
two priority 3 nodes are available, traffic is directed to the priority 2 nodes
as well. If both the priority 3 group and the priority 2 group have fewer than
two nodes available, traffic is directed to the priority 1 group as well. The
BIG-IP system continuously monitors the higher priority groups, and each
time a higher priority group once again has the minimum number of
available nodes, the BIG-IP system again limits traffic to that group.
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Setting persistence

Persistence types

If you are setting up an e-commerce or other type of transaction-oriented
site, you might need to configure persistence on the BIG-IP system.
Persistence is one of the pool attributes listed in Table 4.2, on page 4-2.

Whether you need to configure persistence or not depends on how you store
client-specific information, such as items in a shopping cart or airline ticket
reservations. For example, you might store the airline ticket reservation
information in a back-end database that all nodes can access, or on the
specific node to which the client originally connected, or in a cookie on the
client’s machine.

If you store client-specific information on specific nodes, you need to
configure persistence. When you enable persistence, returning clients can
bypass load balancing and instead can go to the node where they last
connected in order to access their saved information.

The BIG-IP system tracks information about individual persistent
connections, and keeps the information only for a given period of time. The
way in which persistent connections are identified depends on the type of
persistence assigned to the pool.

You enable persistence by assigning a persistence attribute to a pool, either
through the Configuration utility or the bigpipe pool command. Two
attributes are available for you to assign--the persist attribute (formerly
known as the persist_mode attribute) and the select attribute.

’ Note

Because the persist_mode attribute is backward-compatible, there is no
need to change existing instances of the attribute name from persist_mode
to persist in the bigip.conf file.

You can choose from several types of persistence when configuring a pool.
The first type listed below, universal persistence, is the most flexible type of
persistence. By including an expression in your pool definition, you can
persistence on anything within the header or the content of a packet.

The other persistence types are pre-defined, meaning that the element on
which the persistence is based cannot be changed.

The persistence types are:

+ Universal persistence
Universal persistence allows you to write an expression that defines what
to persist on in a packet. The expression, written using the same
expression syntax that you use in rules, defines some sequence of bytes
to use as a session identifier.
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+ Simple persistence
Simple persistence supports TCP and UDP protocols, and tracks
connections based only on the client IP address.

¢ HTTP cookie persistence
HTTP cookie persistence uses an HTTP cookie stored on a client’s
computer to allow the client to reconnect to the same server previously
visited at a web site.

¢ SSL persistence
SSL persistence is a type of persistence that tracks SSL connections
using the SSL session ID. Even when the client’s IP address changes, the
BIG-IP system still recognizes the connection as being persistent based
on the session ID.

« SIP Call-ID persistence
SIP persistence is a type of persistence used for proxy servers that
receive Session Initiation Protocol (SIP) messages sent through UDP.
SIP is a protocol that enables real-time messaging, voice, data, and video.

¢ Destination address affinity (sticky persistence)
Destination address affinity directs requests for a certain destination to
the same proxy server, regardless of which client the request comes from.

¢ WTS persistence
Windows Terminal Server (WTS) persistence tracks connections
between clients and servers in WTS client-server configurations.

’ Note

All persistence methods are attributes of pools.

Table 4.7 lists the types of persistence, the attribute you assign to enable that
persistence type, and the value you assign to the attribute.

Persistence Type Required Attribute Attribute Value
Universal persist or select <expression>
Simple persist simple

HTTP cookie persist cookie

SSL persist ssl

SIP Call-ID persist sip

Destination Address Affinity (sticky) persist sticky

WTS persist msrdp

Table 4.7 Required attributes and values for enabling persistence

The following sections describe the various types of persistence.
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Universal persistence

Universal persistence is based on a user-written expression within a pool
definition that defines some sequence of bytes to use as a session identifier.
Expressions defined for this type of persistence must be either a single
function or variable name, or enclosed in parentheses. (For the complete
syntax of expressions, see Chapter 5, iRules.)

Universal persistence allows you to persist on anything within the header or
the content of a packet, or to directly specify the node (pool member) to
which the pool should send a packet. The following sections describe these
persistence types.

Directing traffic based on any data in the connection

By assigning the persist attribute to a pool, you can enable persistence
based on any data that you specify within an expression. The expression can
include one or more of the following functions.

’ Note

Because these functions are part of the basic rules syntax, the parameters
for these functions, and examples of their use, are fully described in Chapter
5, iRules.

* findstr() - Finds a string within another string, and returns the string
starting at the offset specified from the match.

* substr() - Returns the string starting at the offset specified.

» getfield() - Splits a string on a character, and returns the string
corresponding to the specific field.

* findclass() - Finds the member of a class that contains the result of the
specified expression, and returns that class member.

* decode_uri() - Evaluates the expression and returns a string with any
% XX escape sequences decoded as per HTTP escape sequences defined
in RFC2396.

* domain() - Parses and returns up to the specified number of trailing parts
of a domain name from the specified expression.

e imid() - Parses the http_uri variable for an i-mode identifier string that
can be used for i-mode persistence.

An example of this type of persistence is i-mode persistence. i-mode is a
service that gives mobile phone users wireless Web browsing and email
capabilities. i-mode persistence is implemented using a function that allows
the BIG-IP system to perform persistence on an i-mode session identifier in
the query of string of a URI. Using this persistence type eliminates the need
to establish a predefined relationship between a session identifier and a pool.
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‘ Important

Two different search strings could result in the two return strings being
hashed to the same key, and stored as one key in the hash table. If this
happens, one of the two requests could persist to the wrong pool member.
To avoid this problem, make sure that you write expressions that return
unique string values.

Figure 4.7 shows an example of /etc/bigip.conf file entries for persistence
based on expressions used as hashes for pool members. Note that this

example includes an entry for i-mode persistence.

pool my_pool {
1b_mode fastest
min_active_members 2

persist domain(http_host, 2)
persist_timeout 120
member 10.12.10.1:80
member 10.12.10.3:80

persist findstr (http_uri, “user=”, 5, ‘&’)
persist_timeout 30

member 10.12.10.1:80

member 10.12.10.3:80

persist (domain(http_host, 2) + http_ header("User-Agent"))
persist_timeout 60

member 10.12.10.1:80

member 10.12.10.3:80

persist imid
persist_timeout 120
member 10.12.10.1:80
member 10.12.10.3:80

Figure 4.7 A pool definition that enables persistence based on data found
in the connection

To enable persistence for pools based on any data in a
connection using the Configuration utility

1. In the navigation pane, click Pools.
The Pools screen opens.

2. Select the pool for which you want to configure simple persistence.
The Pool Properties screen opens.

3. Click the Persistence tab.
The Persistence Properties screen opens.

4. In the Persistence Type section, click the Expression button.
Type the following information:
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¢ Timeout (seconds)
Set the number of seconds for persistence on the pool. (This
option is not available if you are using rules.)

* Expression
Using the allowed rule functions, type an expression that defines
the data on which to persist in the connection.

5. Click the Apply button.

To enable persistence based on any data in a connection
from the command line

To enable a pool to direct traffic to a specific node, use the following
command line syntax:

b pool <pool_ name> modify ( persist <expr> persist_timeout

<timeout> )

For detailed descriptions of the functions that specify any data in a
connection, see Chapter 5, iRules.

Directing traffic to a specific node

By assigning the select attribute to a pool, you can specify an expression
that returns the node address of a pool member. This type of expression
includes one of the following functions.

‘ Note

Because these functions are part of the basic rules syntax, the parameters
for these functions, and examples of their use, are fully described in Chapter
5, iRules.

* node() - Returns a literal node address converted from either a string
representation of an address and port or a literal number representing the
node address as an integer.

* mapclass2node - Represents a short-hand combination of the functions
findclass(), findstr(), and node().

* winode() - Returns a literal node address converted from either a string
representation of an address and port, a literal number representing the
node address as an integer, or a literal node address.
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Figure 4.8 shows an example of the /etc/bigip.conf file entries that show
expressions that select specific node addresses for persistence.

pool my_pool {
1b_mode fastest
min_active_members 2

select wlnode (http_cookie ("JSESSIONID"))
member 10.12.10.1:80
member 10.12.10.3:80

select node("10.0.0.3:80")
member 10.12.10.1:80
member 10.12.10.3:80

select node(getfield(http_cookie("SERVER"), ’;’, 1))
member 10.12.10.1:80
member 10.12.10.3:80

}

Figure 4.8 A pool definition that enables persistence by selecting a specific
node

’ Note

If you configure your pool to directly select a specific pool member, and that
pool member becomes disabled, the BIG-IP system can still send subsequent
connections to that node. This facilitates the use of the select attribute as a
method of persistence. However, if the pool member goes to a down state,
the select function fails and the BIG-IP system reverts to using the
persistence method or load balancing scenario configured for that pool.

To enable persistence by selecting a specific node using the
Configuration utility

1. In the navigation pane, click Pools.
The Pools screen opens.

2. In the Pool Name list, click the pool name for which you want to
configure simple persistence.
This displays the properties of that pool.

3. Click the Persistence tab.
The Persistence Properties screen opens.

4. In the Node Select Expression box, type an expression that defines
a specific node.

5. Click the Apply button.

To enable persistence by selecting a specific node from the
command line

To enable a pool to direct traffic to a specific node, use the following
command line syntax:

b pool <pool_name> modify { select <expr> }
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Simple persistence

To remove a select statement from a pool using the
command line

You can also remove a select statement from a pool definition, using the
following command line syntax:

b pool <pool name> select none

For more information on writing expressions to use with the persist and
select attributes, see Chapter 5, iRules.

Simple persistence tracks connections based only on the client IP address.
When a client requests a connection to a virtual server that supports simple
persistence, the BIG-IP system checks to see if that client previously
connected, and if so, returns the client to the same node.

You might want to use SSL persistence and simple persistence together. In
situations where an SSL session ID times out, or where a returning client
does not provide a session ID, you may want the BIG-IP system to direct the
client to the original node based on the client’s IP address. As long as the
client’s simple persistence record has not timed out, the BIG-IP system can
successfully return the client to the appropriate node.

Persistence settings for pools apply to all protocols. When the persistence
timer is set to a value greater than 0, persistence is on. When the persistence
timer is set to 0, persistence is off.

To configure simple persistence for pools from the
Configuration utility

1. In the navigation pane, click Pools.
The Pools screen opens.

2. In the Pool Name list, click the pool name for which you want to
configure simple persistence.
This displays the properties of that pool.

3. Click the Persistence tab.
The Persistence Properties screen opens.

4. In the Persistence Type section, click the Simple button.
Type the following information:

¢ Timeout (seconds)
Set the number of seconds for persistence on the pool. (This
option is not available if you are using rules.)

* Mask
Set the persistence mask for the pool. The persistence mask
determines persistence based on the portion of the client's IP
address that is specified in the mask.

5. Click the Apply button.
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b pool <pool_ name> modify

To configure simple persistence for pools from the
command line

You can use the bigpipe pool command with the modify keyword to set
simple persistence for a pool. Note that a timeout greater than O turns
persistence on, and a timeout of 0 turns persistence off.

{persist simple simple_timeout <timeout> simple mask <ip_mask>}

For example, if you want to set simple persistence on the pool my_pool,
type the following command:

b pool my pool modify { persist simple simple_timeout 3600 simple_mask 255.255.255.0 }

Using a simple timeout and a persist mask on a pool

b pool <pool_name> modify

The persist mask feature works only on pools that implement simple
persistence. By adding a persist mask, you identify a range of client IP
addresses to manage together as a single simple persistent connection when
connecting to the pool.

To apply a simple timeout and persist mask using the
Configuration utility

1. In the navigation pane, click Pools.
The Pools screen opens.

2. In the Pools list, click the pool for which you want to set up simple
persistence.
The properties screen opens.

3. Click the Persistence tab.
The Persistence screen opens.

Select Simple mode.
In the Timeout box, type the timeout in seconds.

In the Mask box, type the persist mask you want to apply.

N o A

Click the Apply button.

To apply a simple timeout and persist mask from the
command line

The complete syntax for the command is:

{ [<1lb_mode_specification>] persist simple simple_timeout \

<timeout> simple_mask <dot_notation_longword> }

For example, the following command would keep persistence information
together for all clients within a C class network that connect to the pool
my_pool:

b pool my pool modify { persist simple simple_timeout 1200 simple_mask 255.255.255.0 }

You can turn off a persist mask for a pool by using the none option in place
of the simple_mask mask. To turn off the persist mask that you set in the
preceding example, use the following command:
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b pool my pool modify { simple_mask none }

To display all persistence information for the pool named my_pool, use the
show option:

b pool my pool persist show

HTTP cookie persistence

Insert mode

You can set up the BIG-IP system to use HTTP cookie persistence. This
method of persistence uses an HTTP cookie stored on a client’s computer to
allow the client to reconnect to the same server previously visited at a web
site.

There are four types of cookie persistence available:
* Insert mode

* Rewrite mode

* Passive mode

e Hash mode

The mode you choose affects how the cookie is handled by the BIG-IP
system when it is returned to the client.

If you specify Insert mode, the information about the server to which the
client connects is inserted in the header of the HTTP response from the
server as a cookie. The cookie is named BIGipServer<pool_name>, and it
includes the address and port of the server handling the connection. The
expiration date for the cookie is set based on the timeout configured on the
BIG-IP system.

To activate Insert mode using the Configuration utility

1. In the navigation pane, click Pools.
The Pools screen opens.

2. In the Pool Name list, click the pool name for which you want to set
up Insert mode.
This displays the properties of that pool.

3. Click the Persistence tab.
The Persistence screen opens.

4. Click the Active HTTP Cookie button.
5. Select Insert mode from the Method list.

6. Type the timeout value in days, hours, minutes, and seconds. This
value determines how long the cookie lives on the client computer
before it expires.

7. Click the Apply button.
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To activate Insert mode from the command line

To activate Insert mode from the command line, use the following syntax:

b pool <pool_name> { <member definition> <lb_mode_specification> persist cookie
cookie_mode insert cookie_expiration <timeout> }

Rewrite mode

The <timeout> value for the cookie is written as <days>d hh:mm:ss.

If you specify Rewrite mode, the BIG-IP system intercepts a Set-Cookie,
named BIGipCookie, sent from the server to the client, and overwrites the
name and value of the cookie. The new cookie is named BIGipServer
<pool_name> and it includes the address and port of the server handling the
connection.

Rewrite mode requires you to set up the cookie created by the server. In
order for Rewrite mode to work, there needs to be a blank cookie coming
from the web server for the BIG-IP system to rewrite. With Apache variants,
the cookie can be added to every web page header by adding an entry in the
httpd.conf file:

Header add Set-Cookie BIGipCookie=0000000000000000000000000...

(The cookie must contain a total of 120 zeros.)

’ Note

For backward compatibility, the blank cookie may contain only 75 zeros.
However, cookies of this size do not allow you to use rules and persistence
together.

To activate Rewrite mode cookie persistence using the
Configuration utility

1. In the navigation pane, click Pools.
The Pools screen opens.

2. In the Pool Name list, click the pool name for which you want to set
up Rewrite mode.
This displays the properties of that pool.

3. Click the Persistence tab.
The Persistence screen opens.

4. Click the Active HTTP Cookie button.
5. Select Rewrite mode from the Method list.

6. Type the timeout value in days, hours, minutes, and seconds. This
value determines how long the cookie lives on the client computer
before it expires.

7. Click the Apply button.
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To activate Rewrite mode cookie persistence from the
command line

To activate Rewrite mode from the command line, use the following syntax:

b pool <pool_name> { <member definition> <lb_mode_specification> persist cookie
cookie_mode rewrite cookie_expiration <timeout> }

Passive mode

Header add Set-Cookie:
19:35:45 GMT; path=/"

The <timeout> value for the cookie is written using the following format:

<days>d hh:mm:ss

If you specify Passive mode, the BIG-IP system does not insert or search for
blank Set-Cookies in the response from the server. It does not try to set up
the cookie. In this mode, the server provides the cookie formatted with the
correct node information and timeout.

In order for Passive mode to work, there needs to be a cookie coming from
the web server with the appropriate node information in the cookie. With
Apache variants, the cookie can be added to every web page header by
adding an entry in the httpd.conf file:

"BIGipServer my pool=184658624.20480.000; expires=Sat, 19-Aug-2002

In this example, my_pool is the name of the pool that contains the server
node, 184658624 is the encoded node address and 20480 is the encoded
port. You can generate a cookie string with encoding automatically added
using the bigpipe makecookie command:

b makecookie <server_address:service> [ > <file> ]

The command above prints a cookie template, similar to the following two
examples below, to the screen or the redirect file specified.

Set-Cookie:BIGipServer [poolname]=336268299.20480.0000; path=/

Set-Cookie:BIGipServer [poolname]=336268299.20480.0000; expires=Sat, 01-Jan-2002 00:00:00

GMT; path=/

To create your cookie from this string, type the actual pool names and the
desired expiration date and time.

Alternatively, you can perform the encoding using the following equation
for address (a.b.c.d):

d*(256+3) + c*(256%2) + b*256 +a

The way to encode the port is to take the two bytes that store the port and
reverse them. So, port 80 becomes 80 * 256 + 0 = 20480. Port 1433 (instead
of 5 * 256 + 153) becomes 153 * 256 + 5 =39173.
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To activate Passive mode cookie persistence using the
Configuration utility

After you set up the cookie created by the web server, you must activate
Passive mode on the BIG-IP system.

1. In the navigation pane, click Pools.
The Pools screen opens.

2. In the Pools Name list, click the pool name for which you want to
set up Passive mode.
This displays the properties of that pool.

3. Click the Persistence tab.
The Persistence screen opens.

4. Select Passive HTTP Cookie mode.
5. Click the Apply button.

To activate Passive mode cookie persistence from the
command line

After you set up the cookie created by the web server, you must activate
Passive mode on the BIG-IP system. To activate HTTP cookie persistence
from the command line, use the following syntax:

b pool <pool_name> { <member_definition> <lb_mode_specification> persist cookie

cookie_mode passive

Hash mode

‘ Note

Passive mode does not require a <timeout> value.

If you specify hash mode, the hash mode consistently maps a cookie value
to a specific node. When the client returns to the site, the BIG-IP system
uses the cookie information to return the client to a given node. With this
mode, the web server must generate the cookie. The BIG-IP system does not
create the cookie automatically as it does with Insert mode.

To configure the cookie persistence hash option using the
Configuration utility

Before you follow this procedure, you must configure at least one pool.

1. In the navigation pane, click Pools.
The Pools screen opens.

2. In the Pool Name list, click the pool name for which you want to set
up hash mode persistence.
This displays the properties of that pool.

3. Click the Persistence tab.
The Persistence screen opens.
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4. Click the Cookie Hash button.
Set the following values (see Table 4.8 for more information):

* Cookie Name
Type the name of an HTTP cookie being set by the Web site.
This could be something like Apache or SSLSESSIONID. The
name depends on the type of web server your site is running.

* Hash Values
The Offset is the number of bytes in the cookie to skip before
calculating the hash value. The Length is the number of bytes to
use when calculating the hash value.

5. Click the Apply button.

To configure the hash cookie persistence option from the
command line

Use the following syntax to configure the hash cookie persistence option:

b pool <pool_name> { <member definition> lb_mode_specification> persist cookie cookie_mode
hash cookie_name <cookie_name> cookie_hash_offset <cookie_value_offset> \
cookie_hash length <cookie_value_length> }

The <cookie_name>, <cookie_value_offset>, and <cookie_value_length>
values are described in Table 4.8.

Hash mode values

Description

<cookie_name>
<cookie_value_offset>

<cookie_value_length>

This is the name of an HTTP cookie being set by a Web site.
This is the number of bytes in the cookie to skip before calculating the hash value.

This is the number of bytes to use when calculating the hash value.

Table 4.8 The cookie hash mode values

SSL persistence

SSL persistence is a type of persistence that tracks SSL connections using
the SSL session ID, and it is a property of each individual pool. Using SSL
persistence can be particularly important if your clients typically have
translated IP addresses or dynamic IP addresses, such as those that Internet
service providers typically assign. Even when the client’s IP address
changes, the BIG-IP system still recognizes the connection as being
persistent based on the session ID.

You may want to use SSL persistence and simple persistence together. In
situations where an SSL session ID times out, or where a returning client
does not provide a session ID, you may want the BIG-IP system to direct the
client to the original node based on the client’s IP address. As long as the
client’s simple persistence record has not timed out, the BIG-IP system can
successfully return the client to the appropriate node.
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You can set up SSL persistence from the command line or using the
Configuration utility. To set up SSL persistence, you need to do two things:

* Turn SSL persistence on.

» Set the SSL session ID timeout, which determines how long the BIG-IP
system stores a given SSL session ID before removing it from the
system.

’ Note

Do not use the SSL persistence attribute to enable persistence on pools that
load balance traffic resulting from SSL proxies on which SSL termination is
enabled. To enable persistence for connections terminated by an SSL proxy,
see Chapter 7, SSL Accelerator Proxies.

To activate SSL persistence from the command line

1. In the navigation pane, click Pools.
The Pools screen opens.

2. In the Pool Name list, click the appropriate pool name.
This displays the properties of that pool.

3. Click the Persistence tab.
The Persistence screen opens.

4. Click the SSL button.

5. In the Timeout box, type the number of seconds that the BIG-IP
system should store SSL session IDs before removing them from the
system.

6. Click the Apply button.

To activate SSL persistence from the commmand line

Use the following syntax to activate SSL persistence from the command
line:

b pool <pool_name> modify { persist ssl ssl_timeout <timeout> }

For example, if you want to set SSL persistence on the pool my_pool, type
the following command:

b pool my pool modify { persist ssl ssl_timeout 3600 }

To display persistence information for a pool

To show the persistence configuration for the pool:

b pool <pool_name> persist show

To display all persistence information for the pool named my_pool, use the
show option:

b pool my pool persist show
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SIP Call-ID persistence

Session Initiation Protocol (SIP) is an application-layer protocol that
manages sessions consisting of multiple participants, thus enabling
real-time messaging, voice, data, and video. With SIP, applications can
communicate with one another by exchanging messages through TCP or
UDP. Examples of such applications are internet conferencing and
telephony, or multimedia distribution.

SIP Call-ID persistence is a new type of persistence available for server
pools. You can configure Call-ID persistence for proxy servers that receive
Session Initiation Protocol (SIP) messages sent through UDP.

’ Note

The BIG-IP system currently supports persistence for SIP messages sent
through UDP only.

When activating SIP Call-ID persistence for a server pool, you can specify
the following:

* The name of the server pool (required)

* A timeout value for persistence records (optional)

This timeout value allows the BIG-IP system to free up resources
associated with old SIP persistence entries, without having to test each
inbound packet for one of the different types of SIP final messages. A
default timeout value exists, which is usually 32 seconds. This timeout
value is the window of time that a stateful proxy maintains state. If you
change the timeout value, we recommend that the value be no lower than
the default.

To activate SIP Call-ID persistence, you can use either the Configuration

utility or the bigpipe pool command.

To activate SIP persistence using the Configuration utility
1. Start the Configuration utility.

2. In the Navigation pane, click Pools.
The Pools screen opens.

Select a pool name.
Click the Persistence tab.

Click the button for SIP persistence.

S

Click the Apply button.

To activate SIP persistence from the command line

Use the following syntax to activate SIP Call-ID persistence from the
command line.

bigpipe pool <pool name> { persist sip [sip_timeout <timeout>] }
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To display the contents of the hash table

To display the contents of the SIP persistence hash table, use the bigpipe
command as follows:

bigpipe sip dump

Destination address affinity (sticky persistence)

b pool <pool_name> modify

You can optimize your proxy server array with destination address affinity
(also called sticky persistence). Destination address affinity directs requests
for a certain destination IP address to the same proxy server, regardless of
which client the request comes from.

This enhancement provides the most benefits when load balancing caching
proxy servers. A caching proxy server intercepts web requests and returns a
cached web page if it is available. In order to improve the efficiency of the
cache on these proxies, it is necessary to send similar requests to the same
proxy server repeatedly. Destination address affinity can be used to cache a
given web page on one proxy server instead of on every proxy server in an
array. This saves the other proxies from having to duplicate the web page in
their cache, wasting memory.

To activate destination address affinity using the
Configuration utility

You can only activate destination address affinity on pools directly or
indirectly referenced by wildcard virtual servers. For information on setting
up a wildcard virtual server, see Chapter 6, Virtual Servers. Follow these
steps to configure destination address affinity.

1. In the navigation pane, click Pools.
The Pools screen opens.

2. In the Pool Name list, click the pool name for which you want to set
up destination address affinity.
This displays the properties of that pool.

3. Click the Persistence tab.
The Persistence screen opens.

4. Click the Destination Address Affinity button to enable destination
address affinity.

5. In the Mask box, type in the mask you want to apply to sticky
persistence entries.

To activate destination address affinity from the command
line

Use the following command to activate sticky persistence for a pool:

{ persist sticky sticky mask <ip address> }

Use the following command to delete sticky entries for the specified pool:

b pool <pool_name> sticky clear

BIG-IP® Reference Guide



PART Il THE HIGH-LEVEL NETWORK

WTS persistence

To show the persistence configuration for the pool:

b pool <pool_name> persist show

This release includes an updated version of the BIG-IP system Windows
Terminal Server (WTS) persistence feature. WTS persistence provides an
efficient way of load balancing traffic and maintaining persistent
connections between Windows® clients and servers that are running the
Microsoft® Terminal Services service. The recommended scenario for
enabling the BIG-IP system WTS persistence feature is to create a load
balancing pool that consists of members running Windows .NET Server
2003, Enterprise Edition, where all members belong to a Windows cluster
and participate in a Windows session directory.

‘ Note

Servers running Windows .NET Server 2003, Enterprise Edition, with the
Terminal Services service enabled, are referred to in this chapter as
Terminal Servers.

Benefits of WTS persistence

Server Platform issues

Without WTS persistence, Windows Terminal Servers, when participating
in a session directory, map clients to their appropriate servers, using
redirection when necessary. If a client connects to the wrong server in the
cluster, the targeted server checks its client-server mapping and performs a
redirection to the correct server.

When BIG-IP system WTS persistence is enabled, however, a Windows
Terminal Server participating in a session directory always redirects the
connection to the same BIG-IP virtual server, instead of to another server
directly. The BIG-IP system then sends the connection to the correct
Windows Terminal Server. Also, when WTS persistence is enabled on a
BIG-IP system and the servers in the pool participate in a session directory,
the BIG-IP system load balances a Terminal Services connection according
to the way that the user has configured the BIG-IP system for load
balancing. Thus, the use of Windows Terminal Servers and the Session
Directory service, combined with the BIG-IP WTS persistence feature,
provides more sophisticated load balancing and more reliable reconnection
when servers become disconnected.

By default, the BIG-IP system with WTS persistence enabled load balances
connections according to the way that the user has configured the BIG-IP
system for load balancing, as long as Session Directory is configured on
each server in the pool. Because Session Directory is a new feature that is
only available on Windows .NET Server 2003, Enterprise Edition platforms,
each server in the pool must therefore be a Windows .NET Server 2003,
Enterprise Edition server if you want to use WTS persistence in default
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mode. Also, each client system must be running the remote desktop client
software that is included with any .NET Enterprise server or Windows XP
system.

If, however, you want to enable WTS persistence but your server platforms
are running older versions of Windows (on which Session Directory is not
available), you can enable WTS persistence in non-default mode. This
causes the BIG-IP system to connect a client to the same Windows server by
way of the user name that the client provides. You can enable WTS
persistence in this way by setting a global variable on the BIG-IP system,
called msrdp no_session_dir, which disables Session Directory on any pool
created with the msrdp attribute. Note that enabling WTS persistence in
non-default mode (that is, with no Session Directory available on the
servers) is less preferable than the default mode, because it provides limited
load-balancing and redirection capabilities.

The following sections describe how to enable WTS persistence with and
without Windows Session Directory.

Configuring WTS persistence with Session Directory

To enable WTS persistence in the default mode, you must configure Session
Directory on each Windows Terminal Server in your load balancing pool. In
addition to configuring Session Directory, you must perform other Windows
configuration tasks on those servers. However, before you configure your
Windows Terminal Servers, you must configure your BIG-IP system, by
performing tasks such as creating a load-balancing pool and designating
your Windows Terminal Servers as members of that pool.

The following two sections describe the BIG-IP system configuration tasks
that are required to enable WTS persistence in default mode for a Windows
client-sever configuration running Windows Terminal Services.

Configuring WTS persistence on the BIG-IP system

To configure WTS persistence on the BIG-IP system, you must perform the
following tasks.

* Enable TCP service 3389
* Create a pool with WTS persistence enabled

e Create a virtual server

The following sections describe these tasks.

To enable TCP service 3389

To enable TCP service 3389, use the following command:

b service 3389 tcp enable

Optionally, you can map this port from 3389 to 443 in order to allow traffic
to pass more easily through a firewall.
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To create a pool with WTS persistence enabled

To create a pool that is configured for WTS persistence, use the bigpipe
pool command, as in the following example. Remember that the pool
members must already be members of a Windows cluster.

b pool my cluster_pool { persist msrdp member 11.12.1.101:3389 member 11.12.1.100:3389 }

To create a virtual server

To create a virtual server that uses the pool my_cluster_pool, use the
bigpipe virtual command, as in the following example:

b virtual 192.200.100.25:3389 use pool my cluster_pool

Configuring WTS persistence without Session Directory

When a server has no Session Directory, the server cannot share sessions
with other servers, and therefore cannot perform any redirections when a
connection to a server becomes disconnected. In lieu of session sharing,
Windows clients provide data, in the form of a user name, to the BIG-IP
system to allow the BIG-IP system to consistently connect that client to the
same server. Enabling WTS persistence to behave in this way is the
non-default mode.

To configure WTS persistence when the servers do not
have Session Directory

1. Perform the BIG-IP system configuration tasks that are described in
Configuring WTS persistence on the BIG-IP system, on page 4-43.

2. Set a BIG-IP system global variable, msrdp no_session_dir.
Setting this global variable disables Session Directory on all pools
on which the msrdp attribute is set. To set the msrdp
no_session_dir global variable, use the following command-line
syntax:

b global msrdp no_session_dir enable

3. Verify that the Terminal Services service is running on each
Windows server in your load-balancing pool.

‘ Note

To implement WTS persistence, you must also configure your Windows
Terminal Servers. For more information, see the BIG-IP Solutions Guide.
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Persistence options

When setting up persistence, you can enable either of the following two
options:

+ Persistence across virtual servers with the same address
Persistence across virtual servers with the same address causes the
BIG-IP system to maintain persistence only when the virtual server
hosting the connection has the same virtual address as the virtual server
hosting the initial persistent connection.

o Persistence across all virtual servers
Persistence across all virtual servers causes the BIG-IP system to
maintain persistence for all connections requested by the same client,
regardless of which virtual server hosts each individual connection
initiated by the client.

The following two sections describe these two persistence options.

Maintaining persistence across virtual servers that use the same virtual

addresses

When this mode is turned on, the BIG-IP system attempts to send all
persistent connection requests received from the same client, within the
persistence time limit, to the same node only when the virtual server hosting
the connection has the same virtual address as the virtual server hosting the
initial persistent connection. Connection requests from the client that go to
other virtual servers with different virtual addresses, or those connection
requests that do not use persistence, are load balanced according to the load
balancing method defined for the pool.

A BIG-IP system configuration could include the following virtual server
mappings, where the virtual server v1:http references the http_pool
(contains the nodes nl:http and n2:http) and the virtual server v1:ssl
references the pool ssl_pool (contains the nodes n1:ssl and n2:ssl). Each
virtual server uses persistence:

b virtual vl:http use pool http_pool
b virtual vl:ssl use pool ssl_pool

b virtual v2:ssl use pool ssl_pool

However, if the client subsequently connects to v1:ssl, the BIG-IP system
uses the persistence session established with the first connection to
determine the node that should receive the connection request, rather than
the load balancing method. The BIG-IP system should send the third
connection request to nl:ssl, which uses the same node address as the
nl:http node that currently hosts the client's first connection with which it
shares a persistent session.

For example, a client makes an initial connection to v1:http and the load
balancing mechanism assigned to the pool http_pool chooses n1:http as the
node. If the same client then connects to v2:ssl, the BIG-IP system starts
tracking a new persistence session, and it uses the load balancing method to
determine which node should receive the connection request because the
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requested virtual server uses a different virtual address (v2) than the virtual
server hosting the first persistent connection request (v1). In order for this
mode to be effective, virtual servers that use the same virtual address, as
well as those that use TCP or SSL persistence, should include the same node
addresses in the virtual server mappings.

To activate persistence for virtual servers that use the
same address using the Configuration utility

1. In the navigation pane, click System.
The Network Map screen opens.

2. Click the Advanced Properties tab.
The BIG-IP System Control Variables screen opens.

3. Click the Allow Persistence Across All Ports for Each Virtual
Address check box. (To disable this persistence mode, clear the
check box.)

4. Click the Apply button.

To activate persistence for virtual servers that use the
same address from the command line

The global variable persist_across_services turns this mode on and off.
To activate the persistence mode, type:

b global persist_across_services enable

To deactivate the persistence mode, type:

b global persist_across_services disable

Maintaining persistence across all virtual servers

You can set the BIG-IP system to maintain persistence for all connections
requested by the same client, regardless of which virtual server hosts each
individual connection initiated by the client. When this mode is turned on,
the BIG-IP system attempts to send all persistent connection requests
received from the same client, within the persistence time limit, to the same
node. Connection requests from the client that do not use persistence are
load balanced according to the currently selected load balancing method.

The following examples show virtual server mappings, where the virtual
servers v1:http and v2:http reference the httpl_pool and http2_pool (both
pools contain the nodes n1:http and n2:http) and the virtual servers v1:ssl
and v2:ssl reference the pools ssl1_pool and ssl2_pool (both pools contain
the nodes n1:ssl and n2:ssl). Each virtual server uses persistence:

b virtual vl:http use pool httpl_pool

o

virtual vl:ssl use pool ssll_pool

o

virtual v2:http use pool http2_pool

o

virtual v2:ssl use pool ssl2_pool
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For example, suppose that a client makes an initial connection to v1:http,
and the BIG-IP system load balancing mechanism chooses nl:http as the
node. If the same client subsequently connects to v1:ssl, the BIG-IP system
would send the client’s request to nl:ssl, which uses the same node address
as the n1:http node that currently hosts the client’s initial connection. What
makes this mode different from maintaining persistence across virtual
servers that use the same virtual address, is that if the same client
subsequently connects to v2:ssl, the BIG-IP system would send the client’s
request to nl:ssl, which uses the same node address as the n1:http node that
currently hosts the client’s initial connection.

4@ WARNING

In order for this mode to be effective, virtual servers that use pools with
TCP or SSL persistence should include the same member addresses in the
virtual server mappings.

To activate persistence across all virtual servers using the
Configuration utility

1. In the navigation pane, click the System icon.
The Network Map screen opens.

2. Click the Advanced Properties tab.
The BIG-IP System Control Variables screen opens.

3. Click the Allow Persistence Across All Virtual Servers check box
to activate this persistence mode.

4. Click the Apply button.

To activate persistence across all virtual servers from the
command line

The global variable persist_across_virtuals turns this mode on and off.
To activate the persistence mode, type:

b global persist_across_virtuals enable

To deactivate the persistence mode, type:

b global persist_across_virtuals disable
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Redirecting HT TP requests

Using IP addresses

Another attribute of a pool is HTTP redirection. HTTP redirection allows
you to configure a pool so that HTTP traffic is redirected to another protocol
identifier, host name, port number, or URI path. For example, if all members
of a pool are unavailable (that is, the members are disabled, marked down,
and have exceeded their connection limit), the HTTP request can be
redirected to the fallback host, with the HTTP reply Status Code 302
Found.

When configuring a pool to redirect HTTP traffic to a fallback host, you can
use an [P address or a fully-qualified domain name (FQDN), or you can use
a special format string included in the BIG-IP system. These format strings
can also be used for specifying protocol identifiers, ports, and URIs.

The following two sections describe these two ways of redirecting HTTP
requests. Following these two sections is a description of a related feature,
which allows you to configure a server to rewrite the specified HTTP
redirection.

and fully qualified domain names

When redirecting traffic to a fallback host, you can specify the fallback host
as an IP address or as a fully qualified domain name (FQDN). In either case,
it may include a port number. The example in Figure 4.9 redirects the
request to http://redirector.siterequest.com.

pool my_pool {

fallback "redirector.siterequest.com"
member 10.12.10.1:80

member 10.12.10.2:80

member 10.12.10.3:80

}

Figure 4.9 Fallback host in a pool

’ Note

The HTTP redirect mechanism is not a load balancing method. The redirect
URL may be a virtual server pointing to the requested HTTP content, but
this is not implicit in its use.

Table 4.9 shows how different fallback host specifications are resolved.
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Requested URL

Fallback Host Specification Redirect URL

http://www.siterequest.com/
http://www.siterequest.com/
http://www.siterequest.com:8001
http://www.siterequest.com:8001/
http://www.siterequest.com/sales
http://192.168.101.3/
http://192.168.101.3/sales

http://www.siterequest.com/sale

http://192.168.101.3/sales/default.

fallback.siterequest.com http://fallback.siterequest.com/sales
fallback.siterequest.com http://fallback.siterequest.com/
fallback.siterequest.com http:/fallback.siterequest.com/sales
192.168.101.5 http://192.168.101.5/sales

asp?q=6 fallback.siterequest.com http://fallback.siterequest.com/sales/

fallback.siterequest.com http://falback.siterequest.com/
fallback.siterequest.com:8002 | http:/fallback.siterequest.com:8002/
fallback.siterequest.com http://fallback.siterequest.com/

fallback.siterequest.com:8002 | http:/fallback.siterequest.com:8002/

default.asp?g=6

Table 4.9 Resolutions for fallback host specifications

Using format strings (expansion characters)

To allow HTTP redirection to be fully configurable with respect to target
URLI, the following format strings are available. These strings can be used
within both pools and rules. (For more information on using HTTP
redirection format strings within rules, see Chapter 5, iRules.)

Table 4.10 lists and defines the format strings that you can use to specify

HTTP redirection.
Format String Description
%h host name, as obtained from the Host: header of the

%p

%u

client

Port, from the virtual server listening port

URI path, as obtained from a GET/POST request

Table 4.10 Format strings for HITP redirection

An example of a fallback host string is https://%h/sample.html. In this
string, specifying https as the protocol identifier causes the traffic to be
redirected to that protocol instead of the standard http protocol. Also, the
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string sample.html causes the traffic to be redirected to that URI instead of
to the standard URI specified in the HTTP header, which would normally be
represented in the fallback string as %u.

Table 4.11 shows some sample redirection specifications, their explanations,
and their resulting redirection.

Redirection string Explanation Resulting redirection

%oh:%p/%u No redirection http://www.siterequest.com:8080/sample
(preserve host name,
port, and path)

%h/unavailable change path, remove http://www.siterequest.com/unavailable
port
https://%h/unavailable Specify https as https://www.siterequest.com/unavailable

protocol, remove port,
change path

www.siterequest.com:8080/%u Change host name http://www.siterequest.com:8080/sample
and port, preserve
path

https://1.2.3.4:443/%u/unavilable.html Specify https as https://1.2.3.4:443/sample/unavailable.html

protocol, change host
name, port, and path

ftp://1.2.3.4:%p/unavailable/%u Specify ftp as protocol, | ftp://1.2.3.4:8080/unavailable/sample
change host name and
path
rtsp://%h:554/streamingmedia/%u Specify rtsp as rtsp://www.siterequest.com:554/streamingme
protocol, change port dia/sample
and path

Table 4.11 Sample redirection results

The example in Figure 4.10 shows a pool configured to redirect an HTTP
request to a different protocol (https) host name (1.2.3.4), port number
(443), and path (unavailable.html).

pool my_pool {

fallback "https://1.2.3.4:443/%u/unavailable.html"
member 10.12.10.1:80

member 10.12.10.2:80

member 10.12.10.3:80

}

Figure 4.10 HTTP redirection specified in a pool




Pools

Rewriting HT TP redirection

Sometimes, a client request is redirected from the HTTPS protocol to the
HTTP protocol, which is a non-secure channel. If you want to ensure that
the request remains on a secure channel, you can cause that redirection to be
rewritten so that it is redirected back to the HTTPS protocol. Also, through
the rewriting of redirections, you can rewrite a port number or a URI path.

You can rewrite HTTP redirections in either of two ways:

¢ You can create an SSL Accelerator proxy and configure the rewriting of
HTTP redirections as a proxy option. For more information, see Chapter
7, SSL Accelerator Proxies.

o If your web server is an IIS server, you can configure that server, instead
of your SSL proxy, to rewrite any HTTP redirections. Part of this IIS
server configuration includes the installation of a special BIG-IP system
filter, redirectfilter.dll, on the 