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ENTERASYSNETWORKS;, INC.
PROGRAM LICENSE AGREEMENT

BEFORE OPENING OR UTILIZING THE ENCLOSED PRODUCT,
CAREFULLY READ THISLICENSE AGREEMENT.

This document is an agreement (“ Agreement”) between You, the end user, and Enterasys Networks, Inc. (“Enterasys’) that
sets forth your rights and obligations with respect to the Enterasys software program (“ Program”) in the package. The
Program may be contained in firmware, chips or other media. UTILIZING THE ENCLOSED PRODUCT, YOU ARE
AGREEING TO BECOME BOUND BY THE TERMS OF THIS AGREEMENT, WHICH INCLUDES THE LICENSE
AND THE LIMITATION OF WARRANTY AND DISCLAIMER OF LIABILITY. IF YOU DO NOT AGREE TO THE
TERMS OF THIS AGREEMENT, RETURN THE UNOPENED PRODUCT TO ENTERASYS OR YOUR DEALER, IF
ANY, WITHIN TEN (10) DAY S FOLLOWING THE DATE OF RECEIPT FOR A FULL REFUND.

IFYOU HAVE ANY QUESTIONS ABOUT THISAGREEMENT, CONTACT ENTERASYSNETWORKS
(603) 332-9400. Attn: Legal Department.

1. LICENSE. You havetheright to use only the one (1) copy of the Program provided in this package subject to the terms
and conditions of this License Agreement.

You may not copy, reproduce or transmit any part of the Program except as permitted by the Copyright Act of the United
States or as authorized in writing by Enterasys.

2. OTHER RESTRICTIONS. You may not reverse engineer, decompile, or disassemble the Program.

3. APPLICABLE LAW. ThisLicense Agreement shall be interpreted and governed under the laws and in the state and
federal courts of New Hampshire. Y ou accept the personal jurisdiction and venue of the New Hampshire courts.

4. EXPORT REQUIREMENTS. Y ouunderstand that Enterasys and its Affiliates are subject to regul ation by agencies of
the U.S. Government, including the U.S. Department of Commerce, which prohibit export or diversion of certain technical
productsto certain countries, unless alicenseto export the product is obtained from the U.S. Government or an exception from
obtaining such license may be relied upon by the exporting party.

If the Program is exported from the United States pursuant to the License Exception CIV under the U.S. Export
Administration Regulations, You agreethat You are a civil end user of the Program and agree that You will use the Program
for civil end uses only and not for military purposes.

If the Program is exported from the United States pursuant to the License Exception TSR under the U.S. Export
Administration Regulations, in addition to the restriction on transfer set forth in Sections 1 or 2 of this Agreement, You agree
not to (i) reexport or release the Program, the source code for the Program or technology to anational of a country in Country
Groups D:1 or E:2 (Albania, Armenia, Azerbaijan, Belarus, Bulgaria, Cambodia, Cuba, Estonia, Georgia, Iraq, Kazakhstan,
Kyrgyzstan, Laos, Latvia, Libya, Lithuania, Moldova, North Korea, the People’s Republic of China, Romania, Russia,
Rwanda, Tajikistan, Turkmenistan, Ukraine, Uzbekistan, Vietnam, or such other countries as may be designated by the United
States Government), (i) export to Country Groups D:1 or E:2 (as defined herein) the direct product of the Program or the
technology, if such foreign produced direct product is subject to national security controls asidentified on the U.S. Commerce
Control List, or (iii) if the direct product of the technology is a complete plant or any major component of a plant, export to
Country Groups D:1 or E:2 the direct product of the plant or a major component thereof, if such foreign produced direct
product is subject to national security controls as identified on the U.S. Commerce Control List or is subject to State
Department controls under the U.S. Munitions List.

5. UNITED STATESGOVERNMENT RESTRICTED RIGHTS. The enclosed Product (i) was developed solely at
private expense; (ii) contains “restricted computer software” submitted with restricted rights in accordance with section
52.227-19 (&) through (d) of the Commercial Computer Software-Restricted Rights Clause and its successors, and (iii) in all
respects is proprietary data belonging to Enterasys and/or its suppliers. For Department of Defense units, the Product is
considered commercial computer software in accordance with DFARS section 227.7202-3 and its successors, and use,
duplication, or disclosure by the Government is subject to restrictions set forth herein.

6. EXCLUSION OF WARRANTY. Except as may be specifically provided by Enterasysin writing, Enterasys makes no
warranty, expressed or implied, concerning the Program (including its documentation and media).
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ENTERASYSDISCLAIMS ALL WARRANTIES, OTHER THAN THOSE SUPPLIED TO YOU BY ENTERASY S
IN WRITING, EITHER EXPRESS OR IMPLIED, INCLUDING BUT NOT LIMITED TO IMPLIED WARRANTIES OF
MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE, WITH RESPECT TO THE PROGRAM, THE
ACCOMPANYING WRITTEN MATERIALS, AND ANY ACCOMPANY ING HARDWARE.

7. NOLIABILITY FOR CONSEQUENTIAL DAMAGES. IN NO EVENT SHALL ENTERASYSORITS
SUPPLIERSBE LIABLE FORANY DAMAGES WHATSOEVER (INCLUDING, WITHOUT LIMITATION, DAMAGES
FOR LOSS OF BUSINESS, PROFITS, BUSINESS INTERRUPTION, LOSS OF BUSINESS INFORMATION, SPECIAL,
INCIDENTAL, CONSEQUENTIAL, OR RELIANCE DAMAGES, OR OTHER LOSS) ARISING OUT OF THE USE OR
INABILITY TO USE THISENTERASY S PRODUCT, EVEN IF ENTERASYSHAS BEEN ADVISED OF THE
POSSIBILITY OF SUCH DAMAGES. BECAUSE SOME STATES DO NOT ALLOW THE EXCLUSION OR
LIMITATION OF LIABILITY FOR CONSEQUENTIAL OR INCIDENTAL DAMAGES, OR IN THE DURATION OR
LIMITATION OF IMPLIED WARRANTIES IN SOME INSTANCES, THE ABOVE LIMITATION AND EXCLUSIONS
MAY NOT APPLY TO YOU.
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DECLARATION OF CONFORMITY

Application of Council Directive(s):

Manufacturer’s Name:

Manufacturer’s Address:

European Representative Name:

European Representative Address:

Conformance to Directive(s)/Product Standards:

Equipment Type/Environment:

89/336/EEC
73/23/EEC

Enterasys Networks, Inc.

35 Industrial Way
PO Box 5005
Rochester, NH 03867

Mr. Jim Sims

Enterasys Networks L td.

Nexus House, Newbury Business Park
London Road, Newbury

Berkshire RG14 2PZ, England

EC Directive 89/336/EEC
EC Directive 73/23/EEC
EN 55022

EN 55024

EN 60950

EN 60825

Networking Equipment, for usein a Commercial
or Light Industrial Environment.

Enterasys Networks, Inc. declares that the equipment packaged with this notice conforms to the above directives.
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Chapter 1

| ntroduction

This manual provides information for configuring the Enterasys X-Pedition (XP) software. It
details the procedures and provides configuration examples. If you have not yet installed the XP,
use the instructions in the XP Getting Sarted Guide to install the chassis and perform basic setup
tasks, then return to this manual for more detailed configuration information.

What's New

The content of this manual is representative of the features and capabilities found in the 8.2 rel ease.
Changes to this manual include the addition of new and extended capabilities for the following:

ARP

Local Proxy ARP on page 126

802.1Q

Access Ports and Trunk Ports (802.1P and 802.1Q Support) on page 51
Configuring Layer-2 QoS on page 360
Configuring VLAN Trunk Ports on page 58

BGP

Configuring a BGP Peer Group on page 173

DUAL Control Modules

Backup Control Module Boot Firmware Upgrade on page 42
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What's New

DVMRP

DVMRP on Individual Interfaces on page 243

IGMP
IGMP on an IP Interface on page 240
L2 Shooping on page 241

Per-Interface Control of IGMP Membership on page 241
Satic IGMP Groups on page 241

IP

Configuring IP Interfaces and Parameters on page 122
Monitoring RARP on page 127

IPX

Configuring IPX Addresses to Ports on page 298
Configuring IPX Interfaces for a VLAN on page 298
Creating |PX Interfaces on page 297

Creating an IPX GNS Access Control List on page 302
Creating an IPX RIP Access Control List on page 302

Creating an IPX SAP Access Control List on page 301
Soecifying IPX Encapsulation Method on page 299

NAT

NAT and VRRP on page 269
Setting Inside and Outside I nterfaces on page 266

NETFLOW

NetFlow Configuration Guide on page 397

OSPF

Configuring an OSPF Area on page 161
Configuring OSPF for Different Types of Interfaces on page 163
Default Cost of an OSPF Interface on page 159

PCMCIA

Remote File Boot on page 14
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What's New

PIM-SM

Remote File Boot on page 14

PORT MIRRORING

Configuring the XP for Port Mirroring on page 379
Port Mirroring on page 349
Using ACLs as Profiles on page 314

PVCS

ATM Overview on page 73
Permanent Mirtual Circuits (PVCs) on page 426

QOS

Aggregate Rate Limiting on page 372

Displaying Rate Limit Information on page 375

QoS Configuration Guide on page 357

Software-Based Flow-Aggregate Rate Limiting on page 373

RADIUS

Monitoring RADIUS on page 323

RATE LIMITING

Burst-Compensating on page 369
Rate Limiting on page 343
Rate Limiting Modes on page 370

RIP

Configuring RIP Interfaces on page 152
Configuring RIP Parameters on page 152
Monitoring RIP on page 154

SECURITY

Assigning Aliases to Interfaces on page 336

Configuring Layer-2 Address Filters on page 337

Configuring Layer-2 Port-to-Address Lock Filters on page 338
Configuring Layer-2 Secure Port Filters on page 339
Configuring Layer-2 Satic-Entry Filters on page 338

Creating a Port-Based VLAN for Layer-4 Bridging on page 352
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What's New

Enabling Layer-4 Bridging on the VLAN on page 353
Monitoring Layer-2 Security Filters on page 340
Placing the Ports on the Same VLAN on page 353

SmartTRUNK s

Add Physical Portsto the SmartTRUNK on page 65
Assigning Aliases to Interfaces on page 336
Assigning Users on page 331

Configuring IP Interfaces for a VLAN on page 123
Creating a SmartTRUNK on page 64

Creating an IP or IPX VLAN on page 60

Hot Swapping on page 65

SmartTRUNK Overview on page 63

TACACS-PLUS

Monitoring TACACS Plus on page 326

VFS

Reinitializing the VFSon page 18

VLAN

Adding Portsto a VLAN on page 58
Creating a Port or Protocol-Based VLAN on page 57

VRRP

Basic VRRP Configuration on page 136
Setting ICMP Response on page 146
Symmetrical Configuration on page 137
Multi-Backup Configuration on page 140

WEB Cache

Web Cache Application Level “ Health Check” on page 291
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Related Documentation

Related Documentation

The Enterasys X-Pedition documentation set includes the following items. Refer to these other
documents to learn more about your product.

For Information About See
Installing and setting up the XP XP Getting Sarted Guide
Syntax for CLI commands Enterasys X-Pedition Command Line
Interface Reference Manual

Document Conventions

Commands shown in this manual use the following conventions:

Convention Description

boldface Indicates commands and keywords that you enter as shown.
<italics> Indicates arguments for which you supply values.

[X] or Keywords and arguments within a set of square brackets are
[<italics>] or optional.

[x <italics>]

Xlylzl<italics> or Keywords or arguments separated by vertical barsindicate a
[Xly|zl<italics>] choice. Select one keyword or argument.

{xly|lz|<italics>} Braces group required choices. Select one keyword or argument.

Getting Help

For additional support related to the Common CLI syntax or this document, contact Enterasys
Networks using one of the following methods:

World Wide Web http://www.enterasys.com/

Phone (603) 332-9400

Internet mail support@enterasys.com

FTP ftp://ftp.enterasys.com
Login anonymous
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Getting Help

Password your email address

To send comments or suggestions concerning this document, contact the Technical
Writing Department via the following email address: TechWriting@enter asys.com

Please include the document Part Number in the email message.

Before contacting Enterasys Networks, have the following information ready:
»  Your Enterasys Networks service contract number
e A description of the failure

» A description of any action(s) aready taken to resolve the problem (e.g., changing mode
switches, rebooting the unit, etc.)

» Theseria and revision numbers of all involved Enterasys Networks products in the network
* A description of your network environment (layout, cable type, etc.)

* Network load and frame size at the time of trouble (if known)
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Chapter 2

Maintaining
Configuration Files

This chapter provides information about configuration files in the Enterasys X-Pedition (XP). It
explains the different types of configuration files and the different proceduresinvolved in
changing, displaying, saving, and backing up the files.

Configuration Files

The XP Getting Sarted Guide introduced the following configuration files used by the XP:

e Sartup—Theconfiguration filethat the X P usesto configureitself when the systemis powered
on. The Startup configuration remains even when the system is rebooted.

e Active—The commands from the Startup configuration file and any configuration commands
that you have made active from the scratchpad. The active configuration remainsin effect until
you power down or reboot the system.

Caution: The active configuration remainsin effect only during the current power cycle. If you
power off or reboot the XP without saving the active configuration changes to the Startup
configuration file, the changes are lost.

e Scratchpad — The configuration commands you have entered during a CLI session. These
commands are temporary and do not become active until you explicitly make them part of the
active configuration.
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Changing Configuration Information

Because some commands depend on other commands for successful execution, the XP scratchpad
simplifies system configuration by allowing you to enter configuration commands in any order,
even when dependencies exist. When you activate the commands in the scratchpad, the XP sorts
out the dependencies and executes the command in the proper sequence.

The following figure illustrates the configuration files and the commands you can use to save your
configuration:

Scratchpad Active Startup

remains
through
reboot

in effect
until reboot

temporary
location;

contents lost
at reboot

(config)# save active (config)# save startup

Figure1l. Commandsto Save Configurations

Changing Configuration Information

The XP provides many commands for changing configuration information. Use the comment
command to deactivate and reactivate commands, and to enter comments in the active
configuration file. For example, Spanning Tree Protocol is disabled by default. If, after enabling the
Spanning Tree Protocol on the XP, you want to disable STPR, specify the comment out command
with the line number in the active configuration that contains the stp enable command. To
reactivate STP, specify the comment in command.
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Changing Configuration Information

To enter comments in the configuration file, specify the comment line command with the line
number and the actual comments. To display the comments in the active configuration file, specify
the show active command. Comments are displayed with a C before the comment. The following
example shows a comment entered in line 2 of the active configuration file.

xp(config)# comment line 2 “vlan commands’
xp(config)# show active
Running system configuration:

|

I Last modified from Telnet (134.141.173.220) on 2001-04-03 14:19:50
|

1E: atm create vcl port at.9.1.1.200
]

2C: !lvlan commands

3: vlan create VLANA port-based

4 : vlan create VLAN_A port-based

5: vlan create VLANC ipx

6 : vlan create VLANB ip

In addition, use the negate command on a specific line of the active configuration to “ disable” an
enabled feature or function. You can a so use the negate command to remove aline of comments.

Table 1. Commandsto Change Configuration Information

Task Command

Enable Mode;

Copy between scratchpad, active configuration, startup copy <source> to <destination>
configuration, TFTP server, RCP server, or URL.

Configure Mode:

Comment in (reactivate) the command in the specified line | comment in <line number>

number.

Comment out (deactivate) the command in the specified comment out <line number>

line number.

Place comment in specified line number. comment line <line number>
<string>

Move comment from first line number to second line comment move <line number>,

number. <line number>

Erase commands in scratchpad. erase scratchpad

Erase startup configuration. erase startup

Negate one or more commands by line numbers. negate <line number>

Negate commands that match a specified command string. no <string>
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Displaying Configuration Information

Table 1. Commandsto Change Configuration Information

Task Command
Save scratchpad to active configuration. save active
Save active configuration to startup. save startup

Displaying Configuration Information

The following table lists the commands that are useful for displaying the XP's configuration
information.

Table 2. Commandsto Display Configuration I nformation

Task Command
Enable M ode:
Show active configuration of the system. system show active
Show the non-activated configuration changesin the system show scratchpad
scratchpad.
Show the startup configuration for the next reboot. system show startup
Configure Mode:
Show active configuration of the system. show active
Show the non-activated configuration changesin the show scratchpad
scratchpad.
Show the startup configuration for the next reboot. show startup
Show the running system configuration, followed by the show
non-activated changes in the scratchpad.
Compare activated commands with the startup diff <filename> | startup
configuration file.

The show and system show commands display the commandsin the order they were executed. You
can change this sequence to alphabetical order by using the system set show-config command.
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Activating the Configuration Changes and Saving the Configuration File

Activating the Configuration Changes and
Saving the Configuration File

Activating the Configuration Commandsin the Scratchpad

The configuration commands you have entered using procedures in this chapter are in the
Scratchpad but have not yet been activated. Use the following procedure to activate the
configuration commands in the scratchpad.

1. Ensurethat you are in Enable mode by entering the enable command in the CLI.
2. Ensurethat you are in Configure mode by entering the configure command in the CLI.

3. Enter the following command:

save active

The CLI displays the following message:

Do you want to make the changes Active? [y]

Note: If you attempt to save an empty configuration to the startup file from a Telnet session, you
will terminate your connection and the session will end.

4. Typey to activate the changes.

Note: If you exit the Configure mode (by entering the exit command or pressing Ctrl+2), the
CLI will ask you whether you want to make the changes in the scratchpad active.

Saving the Active Configuration to the Sartup Configuration File

After you save the configuration commands in the scratchpad, the control module executes the
commands and makes the corresponding configuration changes to the XP. However, if you power
off or reboot the X P, the new changes are lost. Use the foll owing procedure to save the changesinto
the Startup configuration file so that the X P reinstates the changes when you reboot the software.

1. Ensurethat you are in Enable mode by entering the enable command in the CLI.

2. Enter thefollowing command to copy the configuration changesin the Active configuration to
the Startup configuration:

copy activeto startup

3. When the CLI displays the following message, enter yesto save the changes.

Areyou sure you want to overwrite the Sartup configuration? [n]
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Activating the Configuration Changes and Saving the Configuration File

Note:  You also can save active changes to the Startup configuration file from within

Configure mode by entering the save startup command.

The new configuration changes are added to the Startup configuration file stored in the control
modules' boot flash.

Viewing the Current Configuration

12

If you want to view the current configuration:

1. Ensurethat you are in Enable mode by entering the enable command in the CLI.

2. Enter the following command to display the status of each command line:

system show active-config

The CLI displays the active configuration file with the following possible annotations:

Commands without errors are displayed without any annotation.
Commands with errors are annotated with an “E.”
Comments are annotated with a“C.”

If a particular command has been applied such that it can be expanded on additional
interfaces/modules, it is annotated with a“P”. For example, if you enable STP on all ports
in the current system, but the XP contains only one module, then the command to enable
STP will be applied at alater date when more modules have been added.

A command like stp enable et.*.* would be displayed as follows:

P: stp enable et.* .*

Thisindicatesthat it is only partially applied. If you add more modulesto the XP at alater
date and then update the configuration fileto encompass all of the available modulesin the
XP, then the “P:" portion of the above command line would disappear when this
configuration file is displayed.

If acommand that was originally configured to encompass all of the available modules on
the XP becomes only partially active (after a hotswap or some such chassis
reconfiguration), then the status of that command line automatically changes to indicate a
partial completion status, complete with “P:”.

Note: Commands with no annotation or annotated with a“P:” are not in error.
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Backing up and Restoring the Sartup Configuration File

Backing up and Restoring the Sartup Configuration File

When you save the startup configuration file, the XP storesiit in three places: in the bootflash and
the PC card of the primary control module, and if there is aredundant control module, in its PC
flash card as well.

It is recommended that you store a backup of the startup configuration file in the boot flash of the
control module and on a central server.

Use the copy command to store a backup copy of the startup configuration file in the control
module, backup control module (if applicable), and on a server:

copy startup to backup-CM |tftp-ser ver |rcpser ver |<filename>|<url>

For example, to make a backup in the control module, specify the following command:

copy startup to startup.bak

Use the file commands to display the configuration files stored in the bootflash of the control
module and if necessary, to delete any of thesefiles:

Display adirectory of thefilesin the bootflash or | filedir <device name>
in the PC card.

Display the contents of afile in the bootflash. filetype <file-name>
Delete the specified file. file delete <file-name>

Note: If you attempt to save an empty configuration to the startup file from a Telnet session, you
will terminate your connection and the session will end.

If the startup file becomes corrupted, the XP uses its default configuration. You can then use the
copy command to copy the backup file to the startup, as shown in the following example:

copy startup.bak to startup

Backing up and Restoring the System Image

When you boot up the system, the XP boots up the system image off the PC flash card. The PC
flash card contains the run-time image (as of 3.1, the PC flash can store up to two images) and the
startup configuration file.

It is recommended that a backup of the system image be stored on a central server in the unlikely
event that the system image becomes corrupted or deleted from the PC flash card. Use the system
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Remote File Boot

set bootprom command in Configure mode to set parameters for the XP to boot the system image
remotely over anetwork.

system set bootprom netaddr <IPaddr> netmask <IP netmask> tftp-server <IPaddr> tftp-gateway
<|Paddr>

If the XP boots up from the PC flash card and cannot find a valid image, it goes into boot prom
mode. If the enO interface is configured and connected to a network, you can download an image to
the PC flash by using the system image add command in Enable mode. If the enO interface has not
been configured, then you will need to configure it by specifying the following: | P address and
netmask of the XP, IP address of the TFTP server, and | P address of the default gateway. Use the
following command in boot mode:

set net-addr <|P-address>

set netmask <netmask>

set boot-addr <tftp-server address>

set gateway <IP-address of default gateway>

Then, boot the XP by specifying the following command:

boot <directory/filename of the image file to boot from>

Alternatively, you can use the set boot source command:

set boot sour ce <filename>

Once the XP has booted from the TFTP server image through en0, you can add the new image to
the PC card by using the system image add command.

Additionally, you can use the following commands to display, add, and delete system images:

Copy a system software image to the XP. system image add <|Paddr-or-
hostname> <filename>[primary-cm][backup-
cm]

Select a system software image. system image choose <filename> primary-

cm|backup-cm|none

List system software images on the PC flash card. | system image list primary-cm|backup-cmiall

Delete a system software image file from the PC | system image delete <filename> primany-
flash card. cmjbackup-cm

Remote File Boot

If you configure the XP to boot from aremotefile (i.e., tftp://<file>), the router may not be able to
reboot itself automatically. This occurs if a problem exists with the remotefile (i.e., a server goes
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Configuring System Settings

down or the file doesn't exist) when the X P attempts to reboot. To work around this problem,
configure the XP to boot from the PCMCIA card.

To configure the router to boot from afile on the PCMCIA card, do the following:
1. Boot the system.

2. Toseefiles currently stored on the PCMCIA card enter the following:

xp# system image list

3. Ifthe PCMCIA card already containsthe file you want to boot from, enter the command bel ow
to select that file as the boot source:

xp# system image choose <image-file-name>

4. If youwishto add anew fileto the PCMCIA card, enter the syntax below to select that file as
the boot source:

xp# system image add <Ipaddr-of-TFTP-host> <directory> <image-file-name>

Configuring System Settings

In addition to theinitial settings described in the Getting Sarted Guide, there are additional system
features you can set on the XP.

Setting Daylight Saving Time

You can set daylight saving time (DST) on the XP in three different ways:

»  According to specific days. For example, from the first Sunday of April to the last Saturday of
October.

«  According to specific dates. For example, from April 1% to October 31%.

» By setting the XP'stime forward by an hour.
When you specify the system set dst-changing command or the system set dst-fixed command in

the active configuration file, the XP automatically updates the time based on the parameters you
enter. When atime change occurs, the X P automatically sends an informational message about the
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change. Enter one of the following commands in Configure mode to set DST according to specific

days or dates:

Set DST according to specific days.

system set dst-changing s wk <value> s_dow <value>
s mo<value> s_hr <value> s min <value> e wk
<value> e_dow <value> e mo <value> e_hr <value>
e _min <value>

Set DST according to specific dates.

system set dst-fixed s mo <value> s _day <value> s-hr
<value> s min<value> e mo <value> e _day <value>
e_hr <value> e min <value>

When you set DST by setting the time forward by an hour, saving it to the active configuration file
automatically activates the command and causes the time to move forward one hour. Use the
negate command to set the time back. Enter the following command in Configure mode to move

the time forward by an hour:

Set the time forward by one hour.

system set dst-manual

Configuring a Log-in Banner

Configure the XP to display a banner when it is booted up. You can specify atext string or the name

of afileonaTFTP server.

Display alog-in banner.

system set login banner [<string> | nonelfile-name
<name>

16
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Chapter 3

Virtual File Systems

This chapter provides information about the Virtual File Systems used on the PCMCIA Fash

Module.

PCMCIA Virtual File System (VFS)

The Virtual File Systemisused to format the PCMCIA Flash Module in such away that the module
can organize and store files, and enable you to change Boot and System Firmware images on the
module. Enterasys refersto the original virtual file system as VFS1. With Boot Firmware version
1.1.0.8 and System Firmware version 3.0.0.6, Enterasys introduced a second virtual file system
(VFS2) to improve system performance and stability. Under typical conditions, VFSL1 requires
10-20 minutes to add or delete a System Firmware image—with VFS2, this operation requires a
fraction of that time. Because of the myriad of possible network configurations, you may require
one VFS over another; the XP allows you to switch between VFS1 and VFS2. The following table
illustrates firmware and VFS version compatibility.

Firmware Version SupportsVFS1 | SupportsVFS2
Boot Firmware version 1.0.0.0 and up YES NO
Boot Firmware version 1.1.0.8 and up YES YES
System Firmware version 1.0.0.0 and up YES NO
System Firmware version 3.0.0.6 and up YES YES

Note:  Moving between VFS1 and VFS2 does not alter files stored on the PCMCIA module.
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Changing the Virtual File System

When you move to another VFS, the files stored on the PCMCIA Flash Module will not change.
Before you change to another VFS, perform the following actions:

5. Reboot the XP. During the Boot Firmware initialization, press the Escape key to stop the
System Firmware from booting. (Typically, the Boot Firmware waits two seconds for user
interruption before starting to boot the System Firmware.)

6. Todisplay the current VFS version on the PCMCIA module, enter the following command:

Xp-boot> pcshowver sion

7. AttheBoot Firmware's CLI prompt, enter the following to change from VFS1 to VFS2:

Xp-boot> pcmakever sion2

To convert VFS2 to VFSL, enter the following command:

Xp-boot> pcmakeversionl

Reinitializing the VFS

Thefile system on the PCMCIA card will not be corrupted under normal circumstances. However,
unusual circumstances such as loss of power while adding a System Firmware image may corrupt

the PCMCIA card'sfile system. To re-initialize the PCMCIA card's file system, use the following

procedure;

Note:  This procedure will erase the PCMCIA card. If the user boots the System Firmware from
the PCMCIA card, acopy of the System Firmware image must be placed on aTFTP
server so that it may be temporarily booted over the network.

1. Reboot (or power off then on) the XP to reach the Boot Firmware's CLI. When the Boot
Firmware beginsto initialize, press the Escape key to stop from booting the System Firmware.
Typicaly, the Boot Firmware waits two seconds for user interruption before starting to boot the
System Firmware.

2. After you press the Escape key, the XP will display the Boot Firmware's CLI prompt. To
unmount, erase, and mount (with initialization) the Virtual File System, enter the following
commands.

Xp-boot> pcumount  (unmounts the PCMCIA card's Virtual File System)
Xp-boot> erasepcvfs (erasesthe PCMCIA card's Virtual File System)
Xp-boot> pcmount -i (mounts and initializes the PCMCIA card's Virtua File System)
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If the file system on the PCM CI A flash card is not mounted, the pcumount command will fail
and an error message will appear—you may safely ignore this message. The PCMCIA card's
file system is now initialized; however, it lacks a System Firmware image.

Note: If the PCMCIA flash card is write-protected, the er asepcvfs command will fail.

3. TheBoot Firmware requiresthat you configure the netaddr, bootaddr, netmask, and/or gateway
parameters in order to boot a System Firmware image from a TFTP server over the network
(through the "10/100 Mgmt" port). To configure these parameters, use the set command as
follows:

Xp-boot> set netaddr <IPaddr-of-management-port>
Xp-boot> set bootaddr <IPaddr-of-TFTP-host>
Xp-boot> set gateway <|Paddr-of-default-gateway>
Xp-boot> set netmask < default-netmask>

4. Boot (temporarily) from the System Firmware image. To boot from an image over the network,
use the following command:

Xp-boot> boot <directory> <image-file-name>

5. After the System Firmware boots, use the command below to copy the System Firmware
image from the TFTP server to the PCMCIA:

Xp# system image add <IPaddr-of-TFTP-host> <directory> <image-file-name>

6. Configure the Boot Firmware to boot the System Firmware image added to the PCMCIA card.
Enter the following command:

Xp# system image choose <image-file-name>

7. Reboot the system to verify that you replaced the image.

Enterasys X-Pedition User Reference Manual 19



PCMCIA Virtual File System (VFS)

20 Enterasys X-Pedition User Reference Manual



Chapter 4
Using the CLI

This chapter providesinformation about the XP's Command Line Interface (CLI). The XP provides
acommand line interface (CLI) to configure and manage the XP. In this manual, example
configurations show how to use the CLI commands to configure the XP.

CLI commands are grouped by subsystems. For example, the set of commands that let you
configure and display 1P routing table information all start with ip. Within the set of ip commands
are commands such as set, show, start, stop, configure, etc. The complete set of commands for
each subsystem is described in the Enterasys X-Pedition Command Line I nterface Reference
Manual.

Command M odes

The CLI provides access to four different command modes. Each command mode provides a group
of related commands. This section describes how to access and list the commands available in each
command mode and explains the primary uses for each command mode.

User Mode
After you login to the XP, you are automatically in User mode. The User commands available are
a subset of those available in Enable mode. In general, the User commands allow you to display

basic information and use basic utilities such as ping.

The User mode command prompt consists of the XP name followed by the angle bracket (>), as
shown below:

Xp>

The default nameis XP unlessit has been changed during initial configuration. Refer to the XP
Getting Sarted Guide for the procedures for changing the system name.
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Enable Mode

Enable mode provides more facilities than User mode. You can display critical features within
Enable mode including router configuration, access control lists, and SNMP statistics. To enter
Enable mode from the User mode, enter the command enable (or en), then supply the password
when prompted. If no password is configured, awarning message advising you to configure a
password is displayed. If apassword is configured and you do not know your password or pressing
Return does not work, see the administrator for the XP.

The Enable mode command prompt consists of the XP name followed by the pound sign(#):

Xp#

To exit Enable mode and return to User mode, either type exit and press Return, or press Ctrl+Z.

Configure Mode

Configure mode provides the capabilities to configure all features and functions on the XP. These
include router configuration, access control lists and spanning tree. To enter Configure mode, enter
the command config from Enable mode.

Note:  Asmentioned previously, up to four Telnet sessions can be run simultaneously on the XP.
All four sessions can bein Configure mode at the same time, so you should consider
limiting access to the X P to authorized users.

The Configure mode command prompt consists of the XP name followed by (config) and a pound
sign (#):

xp(config)#

To exit Configure mode and return to Enable mode, either type exit and press Return, or press
Ctrl+Z.

Boot PROM Mode

22

If your XP does not find avalid system image on the external PC flash, the system might enter
programmabl e read-only memory (PROM) mode. If the system isin PROM mode, you should
reboot the X P (enter the command reboot at the boot PROM prompt) to restart the system. If the
system failsto reboot successfully, please call Enterasys Networks Technical Support to resolve the
problem.

For information on how to upgrade the boot PROM software and boot using an upgraded image,
see the XP Getting Sarted Guide.
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Native and Common CLI Modes
The XP supports two standard interfaces—the Native CL| and the Common CL 1. Each mode

contains specific commands that are accessible only from within the particular mode. To switch
between modes, enter one of the following commands.

Native to Common

Xp> cli set common

Common to native (Firmware version E8.2.0.0 and newer)

Xxp> terminal cli native

Common to native (Firmware versions E8.1.x.x and earlier)

xp> terminal cli ssr

Establishing Telnet Sessions

You can establish amanagement connection to the XP by connecting aterminal to the management
port of the XP and by establishing atelnet connection to a remote host. To establish atelnet
connection, connect your network to the 10/100 MDI port on the XP.

Note:  When the router is busy, the XP may not be able to establish a Telnet connection.

The XP alows up to four simultaneous telnet sessions. There are commands that allow you to
monitor telnet use and to end a specific telnet session. You can also specify the number of minutes
aserial or telnet connection can remain idle before the connection is terminated by the control
module. The default is5 minutes. You can disabl e this feature, by setting the time-out value to zero.

Display thelast five connections to the XP. system show telnet-access

Specify time-out value for a serial or telnet system set idle-time-out serial|telnet <num>
connection.

End the specified telnet session. system kill telnet-session <session-id>

Additionally, you can telnet to another XP during a CL| session. To start atelnet session to another
XP, enter the following command in User or Enable mode.

Open atelnet session to another XP. telnet <hostname-or-1Paddr> [socket <socket-
number>]

To end your telnet session, simply type “exit.”
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Setting CL| Parameters

The XP provides various commands for controlling the behavior and display of the CLI. Thecli set
command completion command controls the behavior of the CLI when you enter commands.
When you turn on command completion, the CLI attempts to automatically complete acommand
that is partially entered. Typing enough characters of a command keyword to uniquely identify it
and pressing the space bar to move to the next word causes the CLI to complete the command word
and move on.

To set command completion, enter the following command in either Configure mode or Enable
mode. In Configure mode, the command turns on or off command completion for the entire system.
In Enable mode, the command affects the current login session of the user issuing the command.

Turn on or turn off command completion. cli set command completion on|off

Thecli set history command specifies the number of commands that will be stored in the command
history buffer. Commands stored in the buffer can be recalled without having to type the complete
command again. When you hit the 1 key, the CLI displays the commands that were entered, from
the most recent. To specify the number of commands stored in the command history buffer, enter
the following command in User or Configure mode.

Set the size of the command history buffer. cli set history size <num>|defaultjmaxsize

Alternatively, you can display all the commands that were executed during aCL| session. To
display the CLI commands, enter the following command in User mode.

Display command history. cli show history

The CLI aso provides commands for setting the terminal display. Use the following commands to
set and display terminal settings.

Task Command

User Mode

Set the terminal display. cli set terminal rows <num> columns <num>
Display terminal settings. cli show terminal

Enable Mode

Display system messages. cli terminal monitor on|off
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Getting Help with CL1 Commands

Interactive help is available from CLI by entering the question mark (?) character at any time. The
help is context-sensitive; the help provided is based on where in the command you are. For
example, if you are at the User mode prompt, enter a question mark (?) as shown in the following
exampleto list the commands available in User mode:

Xp>?

aging - Show L2 and L3 Aging information

cli - Modify the command line interface behavior
dvmrp - Show DVMRP related parameters

enable - Enable privileged user mode

exit - Exit current mode

file - File manipulation commands

help - Describe online help facility

igmp - Show IGMP related parameters
ip-redundancy - Show IP Redundancy information (VRRP)
ipx - Show IPX related parameters

|2-tables - Show L2 Tables information

logout - Log off the system

multicast - Configure Multicast related parameters

ping - Ping utility

pvst - Show Per Vlan Spanning Tree Protocol (PVST) parameters
sfs - Show SecureFast Switching (SFS) parameters
statistics - Show or clear XP statistics

stp - Show STP status

telnet - Telnet utility

traceroute - Traceroute utility

vlan - Show VLAN-related parameters

You can also type the ? character while entering in acommand line to see a description of the
parameters or options that you can enter. Once the help information is displayed, the command line
isredisplayed as before but without the ? character. The following is an example of invoking help
while entering a command:

xp(config)# load-balance create ?

group-name - Name of this Load Balanced group of servers
vip-range-name - Name of this Virtua IP range

xp(config)# load-balance create

If you enter enough characters of a command keyword to uniquely identify it and press the space
bar, the CLI attempts to compl ete the command. If you do not enter enough characters or you enter
the wrong characters, CLI cannot complete the command. For example, if you enter the following
in Enable mode and press the spacebar as indicated:

Xp# system show e[ space]
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CLI completes the command as follows:

Xp# system show environmental

If you are entering several commands for the same subsystem, you can enter the subsystem name
fromthe CLI. Then, executeindividual commands for the subsystem without typing the subsystem
name in each time. For example, if you are configuring several entries for the |P routing table, you
can simply enter ip at the CLI Configure prompt and click enter. The prompt changes to indicate
that the context for the commands to be entered has changed to that of the I P subsystem. If you type
a?, only those commands that are valid for the IP subsystem are displayed. The following isan
example;

xp(config)#ip

xp(config)(ip)# ?
add - Add a static route

dos - Configure specific denia of service features
disable - Disable certain IP function

enable - Enable certain IP function

hel per-address - Specify IP helper address for an interface
I13-hash - Change IP hash variant for channel

set - Set ip stack properties

Ctrl-z - Exitsto previous level

top - Exitsto the top level

xp(config)(ip)# [Ctrl-Z]
xp(config)#

Line Editing Commands

26

The XP provides line editing capabilities that are similar to Emacs, a Unix text editor. For example,
you can use certain line editing keystrokes to move forward or backward on aline, delete or
transpose characters, and delete portions of aline. To use the line editing commands, you need to
have aVT-100 terminal or terminal emulator. The line editing commands that you can use with CLI
are detailed in Table 3.

Table3. CLI Line Editing Commands

Command Resulting Action
Ctrl-a Move to beginning of line

Ctrl-b Move back one character

Ctrl-c Abort current line

Ctrl-d Delete character under cursor

Ctrl-e Moveto end of line

Ctrl-f Move forward one character
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Table3. CLI Line Editing Commands

Command Resulting Action

Ctrl-g Abort current line

Ctrl-h Delete character just prior to the cursor

Ctrl-i Insert one space (tab substitution)

Ctrl+j Carriage return (executes command)

Ctrl-k Kill line from cursor to end of line

Ctrl-I Refresh current line

Ctrl-m Carriage return (executes command)

Ctrl-n Next command from history buffer

Ctrl-o None

Ctrl-p Previous command from history buffer

Ctrl-q None

Ctrl-r Refresh current line

Ctrl-s None

Ctrl-t Transpose character under cursor with the character just prior to the cursor

Ctrl-u Delete line from the beginning of line to cursor

Ctrl-v None

Ctrl-w None

Ctrl-x Move forward one word

Ctrl-y Paste back what was deleted by the previous Ctrl-k or Ctrl-w command. Text is
pasted back at the cursor location

Ctrl-z If inside asubsystem, it exits back to the top level. If in Enable mode, it exits back
to User mode. If in Configure mode, it exits back to Enable mode.

ESC-b Move backward one word

ESC-d Kill word from cursor’s current location until the first white space.

ESC-f Move forward one word

ESC- Delete backwards from cursor to the previous space (essentially a del ete-word-

BackSpace backward command)

SPACE Attempts to complete command keyword. If word is not expected to be a

keyword, the space character isinserted.
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Table3. CLI Line Editing Commands

Command Resulting Action
I* Show all commands currently stored in the history buffer.
I# Recall a specific history command. ‘# isthe number of the history command to

be recalled as shown viathe ‘1*’ command.

“<string>" Opaque strings may be specified using double quotes. This preventsinterpretation
of otherwise special CLI characters.

Port Names

The term port refers to a physical connector on aline card installed in the XP. The figure below
shows eight 10 Base-T/100 Base-TX portson aline card.

SSR-HTX12-08 10/100BASE-TX
1 2 3 4 5 6 7 8
Offline
0 WWWW WWWW o
O | (LML) (o0 (o g ANRRRE )| ([ OCRRNREJf ([ OURRNRE | (| 0000000 SCVDVﬁ
Online P
10 BASE-T/100 BASE-TX ports 10 BASE-T/100 BASE-TX ports

In the CLI, each port in the XP isreferred to in the following manner:

<type>.<slot-number>.<port-number>

where:

<type> isthe type of line card and can be one of the following:

at ATM line card
et 10 Base-X/100 Base-X Ethernet line card
o] 1000 Base-X Gigahit Ethernet line card

hs Dual HSSI WAN line card
se Serial WAN line card
S0 Packet-over-SONET line card

<sdlot-number> is determined by the XP model and the physical slot in which thelinecardis
installed. On the XP-2000, the slot number is printed on the side of each slot. On the XP-8000
and XP-8600, alegend printed on the fan tray shows the slot number of each slot.

28 Enterasys X-Pedition User Reference Manual



Port Names

<port-number> is the number assigned to the connector on the line card. The range and
assignment of port numbers varies by the type of line card. The assignment of port numbers by
line card is shown in the table bel ow:

Table 4. Port Numbersfor Line Cards

e

10/100 Base TX 1 2 3 4 5 6 7 8

100 Base FX 3 4 7 8
1 2 5 6

1000 Base SX/LX 1 2

1000 Base LLX 1

Quad Serial WAN 1,2 3,4

HSSI WAN 1 2

SONET (OC-3¢) 1 2 3 4

SONET (OC-12¢) 1 2

ATM (OC-3) 1 2

16-slot 100 Base TX 5 6 7 8 13 14 15 16
1 2 3 4 9 10 11 12

For example, the port name €t.2.8 refers to the port on the Ethernet line card located in slot 2,
connector 8, while the port name gi.3.2 refers to the port on the Gigabit Ethernet line card located
in slot 3, connector 2.

There are afew shortcut notations you can use to reference arange of port numbers. For example:

e et.(1-3).(1-8) references al the following ports: et.1.1 through et.1.8, et.2.1 through €t.2.8, and
et.3.1 through €t.3.8.

e et.(1,3).(1-8) references the following ports: et.1.1 through et.1.8, and et.3.1 through €t.3.8
e et.(1-3).(1,8) references the following ports: et.1.1, et.1.8, et.2.1, €t.2.8, et.3.1, €t.3.8
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Chapter 5

Hot Swapping Line
Cardsand Control
M odules

Hot Swapping Overview

Hot swapping is the ability to replace aline card, Control Module, or GBIC (in the ER16 only)
while the XP is operating. Hot swapping allows you to remove or install line cards without
switching off or rebooting the XP. Swapped-in line cards are recognized by the X P and begin
functioning immediately after they areinstalled.

On the XP-8000 and X P-8600, you can hot swap line cards and secondary control modules. On the
XP-8600, you can also hot swap the secondary switching fabric module. On the ER16, you can hot
swap the GBICs, line cards, and secondary control modules.

They may be hot to the touch. The XP and its components are
sengitive to static discharge. Use an antistatic wrist strap and
observe all static precautions when hot swapping the XP's
components.

f WARNING  Take appropriate care when removing line cards from the XP.

This chapter provides instructions for the following tasks:

e Hot swapping line cards

e Hot swapping secondary Control Modules

*  Hot swapping the secondary Switching Fabric Module (XP-8600 only)
e Hot swapping the GBIC (ER16 only)
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Line Cards

The procedure for hot swapping a line card consists of deactivating the line card, removing it from
itsslot in the XP chassis, and installing anew line card in the slot.

Note:  When hot swapping any card, the link for any SmartTRUNK configured with Huntgroup
protocol will go down for afew seconds. If you hot swap a card that has SmartTRUNK
and Layer-2 filters configured, the XP will mark SmartTRUNK commands with an “E”.

Deactivating the Line Card

To deactivate the line card, do one of the following:

»  Pressthe Hot Swap button on the line card. The Hot Swap button is recessed in the line card's
front panel. Use a pen or similar object to reach it. When you press the Hot Swap button, the
Offline LED lights. Figure 2 shows the location of the Offline LED and Hot Swap button on a
1000Base-SX line card.

SSR-GSX11-02 1000BASE-SX
Offline Tx Link 1 Tx Link 2
O 00 00
Offline LED—-/on%e 9 g\% @ @ 9 % @ @ o2

Hot Swap Button

Figure 2. Location of Offline LED and Hot Swap Button on a 1000Base-SX Line Card

» Usethe system hotswap out command in the CLI. For example, to deactivatethe linecard in
slot 7, enter the following command in Enable mode:

Xp# system hotswap out slot 7

After you enter this command, the Offline LED on the line card lights, and messages appear on
the console indicating the ports on the line card are inoperative.

Note: If you have deactivated aline card and want to activate it again, simply pull it fromits slot
and push it back in again. (Make sure the Offline LED islit before you pull out the line
card.) Theline card is activated automatically.

Alternately, if you have not removed aline card you deactivated with the system hotswap
out command, you can reactivate it with the system hotswap in command. For example,
to reactivate aline card in slot 7, enter the following command in Enable mode:

Xp# system hotswap in slot 7
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Removing theLine Card

N

To remove aline card from the XP, do the following:

1. Make surethe Offline LED on the line card is it.

WARNING Do not remove the line card unless the Offline LED islit. Doing
so can cause the XP to crash.

2. Loosen the captive screws on each side of the line card.

3. Carefully removetheline card from its dot in the XP chassis.

Installing a New Line Card

Toinstall anew line card:

1. Slidethelinecard al the way into the slot, firmly but gently pressing the line card fully in
place to ensure that the pins on the back of the line card are completely seated in the backplane.

Note: Makesurethecircuit card (and not the metal plate) is between the card guides. Check
both the upper and lower tracks.

2. Tighten the captive screws on each side of the line card to secureiit to the chassis.

3. Oncethelinecardisinstalled, the X P recognizes and activatesit. The Online LED button
lights.

Hot Swapping One Type of Line Card with Another

You can hot swap one type of line card with another type. For example, you can replace a
10/100Base-TX line card with a 1000Base-SX line card. The XP can be configured to
accommodate whichever line card isinstalled in the slot. When oneline card is installed,
configuration statements for that line card are used; when you remove the line card from the slot
and replace it with adifferent type, configuration statementsfor the new line card take effect. To set
this up, you must include configuration statements for both line cards in the XP configuration file.
The XP determines which line card isinstalled in the slot and uses the appropriate configuration
statements.

For example, you may have an XPwith a10/100Base-TX line card in ot 7 and want to hot swap it
with a1000Base-SX line card. If you include statements for both line cards in the XP configuration
file, the statements for the 1000Base-SX take effect immediately after you install itin dot 7.
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Control Modules

Single CM Environments

AN

The procedure for hot swapping a Control Moduleis similar to the procedure for hot swapping a
line card. You must deactivate the Control Module, remove it from the XP, and insert another
Control Module or line card in the slot. If you have a secondary Control Module installed on the
XP, you can hot swap it with another Control Module or line card.

WARNING  You can only hot swap aninactive Control Module. Never remove
the active Control Module from the XP. Doing so will crash the
system.

Backplane Versions

Two versions of the XP-8000 backplane exist. To determine which version of the backplaneis
installed in your system, enter the system show har dware command from Enable mode. The
output will resemble the following:

Hardware Information
System type: 1 SSR 8000, Rev. 0

Backplane frequency: 50.0 MHz

The number displayed in bold at the end of the “ System type” line is the backplane version number.
XP-8000 backplane version 0 can be jumpered for 50 or 62.5 MHz and backplane version 1 can be
jumpered for 62.5 or 66 MHz. The number displayed in bold on the “Backplane frequency” lineis
the frequency to which the backplaneis currently jumpered. To modify the backplane frequency,
remove the left-most power supply, slot PS1. Thiswill alow you to gain accessto jumper JP1. The
following diagram illustrates the location of JP1 on the front of the X P-8000.

Jumper JP1

\

\K

Note:  You must remove the control modulein slot CM and the power supply in slot PS1 before
you can change the jumper.

XP-8000 version 0 backplanes have a three-pin jumpered block aligned vertically. These
backplanes operate at 50 MHz when the jumper is across pins 1 and 2, and 62.5 MHz when the
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jumper isacross pins 2 and 3. The following diagram illustrates the pin's orientation and numbering
system.

—| ) L

XP-8000 version 1 backplanes have atwo-pin jumpered block aligned horizontally. If ajumper is
present remove it. The following diagram illustrates the pin's orientation.

[T 1]

The following table lists valid and invalid configurations:

Version of | Backplane Jumper Single Dual Single Dual
Backplane Speed Location CM2/CM4 | CMZ/CM4 CM3 CM3
50 MHz Pins 1 and 2 Yalid Yalid Ihvalid Irnwalid
] F25MHz | Pins 2 and 3 Yalid Inwalid “alid Irnwalid
B2.5 MHz Mo Jumper Valid Yalid Yalid Yalid
1 E& WHz Jumpered Invalid Invalid Invalid Inwalid
Note: Please note the following restrictions: XP-8000 backplane version 0 does not support dual

Control Modules at 62.5 MHz; XP-8000 backplane version 1 is not supported when
jumpered for 66 MHz; and the X P does not support the XP-CM3-128 at 50 MHz (this will
cause the system to drop packets).

Configuration Files

Activating the Configuration Commandsin the Scratchpad

The configuration commands you have entered using procedures in this chapter are in the
Scratchpad but have not yet been activated. Use the following procedure to activate the
configuration commands in the scratchpad.

1. Ensurethat you are in Enable mode by entering the enable command in the CLI.
2. Ensurethat you are in Configure mode by entering the configure command in the CL1I.

3. Enter the following command:

xXp (config)# save active

The CLI displays the following message:

xp (config)# Do you want to make the changes Active? [y]
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Note: If you attempt to save an empty configuration to the startup file from a Telnet session, you
will terminate your connection and the session will end.

4. Typey to activate the changes. If you exit Configure mode by entering the exit command or
pressing Ctrl+Z before activating changes the scratchpad, the CL1 will ask you whether or not
to make the changes active.

Saving the Active Configuration to the Sartup Configuration File

When you save commands in the scratchpad to the active configuration, the XP executes the
commands, making them active. However, unless you save the active configuration to the Startup
configuration, any changes will be lost when if you power off or reboot the XP. Use the following
procedure to save the changes into the Startup configuration file so that the X P reinstates the
changes when you reboot the software.

1. Ensurethat you are in Enable mode by entering the enable command in the CLI.

2. Enter thefollowing command to copy the configuration changes in the Active configuration to
the Startup configuration:

Xp# copy activeto startup

3. When the CLI displays the following message, enter yesto save the changes:

Xp# Areyou sureyou want to overwrite the Sartup configuration? [n]

Note: If you attempt to save an empty configuration to the startup file from a Telnet session, you
will terminate your connection and the session will end. You a so can save active changes
to the Startup configuration file from within Configure mode by entering the save startup
command.

4. The new configuration saves to the Startup configuration file stored in the control modules’
boot flash.

Viewing the Configuration

If you want to view the current configuration:
1. Ensurethat you are in Enable mode by entering the enable command in the CL1I.

2. Enter the following command to display the status of each command line:

Xp# system show active-config
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The CLI displays the active configuration file with the following possible annotations:

Commands without errors are displayed without any annotation.

Commands with errors are annotated with an “E.”

Comments are annotated witha*“C.”

If aparticular command has been applied such that it can be expanded on additional interfaces/modules, itis
annotated with a“P”. For example, if you enable STP on all portsin the current system, but the X P contains only one
module, then the command to enable STP will be applied at alater date when more modules have been added.

A command like stp enable et.*.* would be displayed as follows:

P: stp enable et.* .*

Thisindicates that the configuration is partially applied. If you add modulesto the XP at alater
date and update the configuration file to encompass all available modulesin the XP, the
“P:" portion of the command line above will disappear when you display the configuration file.

If acommand that was originally configured to encompass all of the available modules on the
XP becomes only partialy active (after a hotswap or some such chassis reconfiguration), then
the status of that command line automatically changes to indicate a partial completion status,

complete with “P;”.

Note: Commands with no annotation or annotated with a“P:” are not in error.

Backing up and Restoring the Startup Configuration File

When you save the startup configuration file, the X P storesit in up to four places (three by default):
flash memory and PCMCIA card of the primary CM and, if you installed abackup CM, initsflash
memory and PCMCIA card as well. Enterasys recommends that you store a backup of the startup
configuration file on a central server and on the XP. To store a backup copy of the startup

configuration file, use the following:

Xp# copy startup to backup-CM | tftp-server| rcpserver| <filename>| <url>

Use the file commands to display the configuration files stored in the flash memory of the CM and,

if necessary, to delete any of these files:

Display adirectory of the filesin the flash
memory or in the PC card.

file dir <device name>

Display the contents of afilein the flash
memory.

file type <file-name>

Delete the specified file.

file delete <file-name>

Note: If you attempt to save an empty configuration to the startup file from a Telnet session, you
will terminate your connection and the session will end.
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If the startup file becomes corrupted, the XP uses its default configuration. You can then use the
copy command to copy the backup file to the startup, as shown in the following example:

Xp# copy startup.bak to startup

Deactivating the Control Module

» Todeactivate the Control Module in asingle CM environment, turn off the power to the XP.

Removing the Control Module

To remove a Control Module from the XP, do the following:
1. Make surethat none of the LEDs on the Control Module are lit.
2. Loosen the captive screws on each side of the Control Module.

3. Carefully remove the Control Module from its slot in the XP chassis.

Installing a Control Module

Toinstall anew Control Module, do the following:

Note: You caninstal either aline card or a Control Modulein slot CM/1, but you can install
only a Control Modulein slot CM.

1. Slidethe Control Module or line card all the way into the slot, firmly but gently pressing it in
place to ensure that the pins on the back of the card are completely seated in the backplane.

Note: Makesurethecircuit card (and not the metal plate) is between the card guides. Check
both the upper and lower tracks.

2. Tighten the captive screws on each side of the Control Module or line card to secure it to the
chassis.

3. Onaprimary Control Module, the Online LED lights and the module becomes active. On a
secondary Control Module, the Offline LED lights, indicating that the module is on standby,
ready to take over as the primary Control Module if necessary.

Note: The Ethernet port labeled “10/100 Mgmt” on the Control Module (referred to asen0 in
Configure mode) is a management port only, and is not intended to perform routing.
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PCMCIA cards

When you use a PCMCIA flash card, place the card in dot 0 of the Control Module. Slot O isthe
top PCMCIA slot on an XP-CM2-64/128, XP-CM3-128, or XP-CM4-256, and the left slot on an
ER16-CM3-128 or ER16-CM4-256.

Note: If PCMCIA cards areinstalled, they must contain the same System Firmware version.

Dual CM Environments

Introduction

The Control Module functions as the brain of the XP. The XP-8000/8600 support up to two CMs
(the primary and backup CMs) which residein slots 0 and 1. The Primary CM isthe CM in control
of the XP and processes packets that come through the router. The backup CM remains in standby
mode, receiving heartbeats from the Primary CM.

Although the backup CM is on standby, it hasits PCMCIA card mounted and has booted its
firmware image. The backup CM is not aware of the line cards installed in the XP and has not
processed the startup configuration—both of these operations must be performed in order for the
backup CM to assume control of the XP (i.e., a system fail-over). The time required for the XP to

switch control to the backup CM depends on the number of line cards installed and the length of the
configuration file.

Note: Inadua Control Module configuration, both modules must be of the same type (CM2,
CM3, or CM4), the same Boot Firmware version, and use the same amount of memory.

CM Fail-Over

The problem with using only one CM isthat it can fail or get into a hung state from which it may
not recover. If the CM fails, you must physically remove and replace the bad CM before the XP
will be of use again. In order for the XP to recover from a hung state, you must turn the power off
and on and allow the XP to reboot. However, with a backup CM, the X P can recover more
quickly—without human intervention.

An XPwith dual CMs operates as it normally would with one CM—until the Primary CM fails. If
the Primary CM (in slot Q) fails or hangs, the backup CM (in dlot 1) takes control of router
operations and restarts the CM in slot 0. Unless the failure was catastrophic, the CM in slot 0 will
restart. Oncethe CM in slot O restarts, it will recognize that the backup CM in slot 1 has taken over
and assumed the role of the primary CM (the CM in slot 0 then assumes the role of the backup
CM). The CM status (primary versus backup) will remain the same until the CM in slot 1 (the
current Primary CM) fails or hangs. When this occurs, the process will repeat itself and the CM in
slot 0 will again be the Primary CM and the CM in dlot 1 will be the Secondary CM.

Note: Inadual Control Module configuration, the MAC address of the Primary Control Module
insot “CM/0” isused for both Control Modules after the system is booted. If the Control
Modulein slot “CM/Q” is removed and not replaced after afail-over, or if it isreplaced
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with anew Control Module and the system is rebooted, the system will use the MAC
address of the Control Modulein slot 1 (i.e., the new Control Modul€).

When you install abackup CM, it will only come up part way. The CM will remain on standby until
the heartbeat messages from the Primary CM stop coming for at least 20 seconds. Then the
Secondary CM will take control of the XP.

24-7 Networks and VRRP

In most networks, oneto five minutesistoo long to wait for a system to come back on line—VRRP
was created for this reason. The VRRP protocol uses another XP to take over in the case of afail-
over. If the backup VRRP router fails to receive messages from the master VRRP router for three
seconds (the default), the backup VRRP router will take over. Enterasys recommends the VRRP
method for 24-7 networks that use the XP for routing. Using backup CM is useful if you are not
running VRRP or if you want the added security of having a backup beyond that of VRRP. If the
Primary CM on the Master VRRP router fails, the backup VRRP router will take over—
meanwhile, the backup CM will take over and bring the downed router back up.

Note: Asagenera rule, VRRP provides the quickest recovery time with layer-3 routing. If you
use the XP only as alayer-2 switch, you cannot use VRRP and must use a backup CM to
provide additional reliability.

Deactivating the Backup Control Module

To deactivate the Control Module:
1. Determine which isthe secondary Control Module.

Control Modules can residein slot CM or slot CM/1 on the XP. Usually slot CM contains the
primary Control Module, and slot CM/1 contains the secondary Control Module. On the
primary Control Module, the Online LED is|lit, and on the secondary Control Module, the
OfflineLED islit.

Note: The Offline LED on the Control Module has a different function from the Offline
LED on aline card. On aline card, it means that the line card has been deactivated.
On aControl Module, alit Offline LED meansthat it is standing by to take over asthe
primary Control Module if necessary; it does not mean that the Control Module has
been deactivated.

2. Pressthe Hot Swap button on the secondary Control Module.
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When you press the Hot Swap button, all the LEDs on the Control Module (including the
Offline LED) are deactivated. Figure 3 shows the location of the Offline LED and Hot Swap

button on a Control Module.

SSR-CM2
10/100 Mgmt
Console

® oG um]

O RST
O sYs

CONTROL MODULE

[y}
Online Offline

s
0O

Hot

ERR DIAG

O
Swap

— Offline LED

Hot Swap Button

Figure 3. Location of Offline LED and Hot Swap Button on a Control Module

You can also use the system hotswap out command in the CLI to deactivate the Control Module.
For example, to deactivate the secondary Control Module in slot CM/1, enter the following

command in Enable mode:

Xp# system hotswap out slot 1

After you enter this command, the Offline LED on the Control Module turns off (the LED remains
lit when the module is on standby) and messages appear on the console indicating that the Control

Module is inoperative.

Note: If you have deactivated a Control Module and want to activate it again, simply pull it from
itsslot and push it back in again. (Make sure the Offline LED is off before you pull out the
module.) The module is activated automatically. If you have not removed the control
modul e you deactivated with the system hotswap out command, you can reactivate it

with the system hotswap in command:

Xp# system hotswap in slot 1

Removing the Control Module

To remove a Control Module from the XP, do the following:

1. Make surethat none of the LEDs on the Control Module are lit.

2. Loosen the captive screws on each side of the Control Module.

3. Carefully remove the Control Module from its slot in the XP chassis.

Installing a Control Module

Toinstall anew Control Module, do the following:

Note: You caninstal either aline card or a Control Modulein slot CM/1, but you can install
only a Control Modulein slot CM.
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1. Slidethe Control Module or line card all the way into the slot, firmly but gently pressing it in
place to ensure that the pins on the back of the card are completely seated in the backplane.

Note: Makesurethecircuit card (and not the metal plate) is between the card guides. Check
both the upper and lower tracks.

2. Tighten the captive screws on each side of the Control Module or line card to secure it to the
chassis.

3. Onaprimary Control Module, the Online LED lights and the module becomes active. On a
secondary Control Module, the Offline LED lights, indicating that the module is on standby,
ready to take over as the primary Control Module if necessary.

Note: The Ethernet port labeled “10/200 Mgmt” on the Control Module (referred to asen0 in
Configure mode) is a management port only, and is not intended to perform routing.

Backup Control Module Boot Firmware Upgrade

42

The XP's high-availability strategy includes the ability to perform a System and Boot Firmware
upgrade. To date, it has been possibleto |oad differing System Firmware images on the Primary and
Backup Control Modules (CMs). With E9.0.0.0, it isnow possibleto load differing Boot Firmware
images on the two CMs without a CM fail-over.

With this feature, you may upgrade the system to a new version of firmware without rebooting.
While the system is operating with one version of System and Boot Firmware, the Backup CM may
be loaded with a compatible but different System and Boot Firmware version. Issuing the system
failover master-cm command causes control to be transferred from the Primary CM (running one
firmware version) to the Backup CM (running ancther). After the Backup CM initializes, the
operational firmware upgrade is complete. Future improvementsin CM fail-over time will make
firmware upgrades more seamless.

Note:  You cannot delete a System Firmware image from the backup Control Module if the
image's filename is longer than 20 characters.

The command in the following example downloads a boot PROM image file from the TFTP server
10.50.89.88 to upgrade the image on the Primary CM.

Xp# system promimage upgr ade tftp://10.50.89.88/images/prom-upgrade primary-cm

Downloading image ‘images/prom-upgrade’ from host 10.50.89.88'
tftp complete

checksum valid. Ready to program.

flash found at Oxbfc00000

erasing...

programming...

verifying...

programming successful.

Programming complete.
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To load a new boot PROM image onto the Backup Control Module only, enter the following
command from Enable mode:

system promimage upgrade tftp://10.50.89.88/image/prom-upgr ade backup-cm

If you do not specify acontrol module, the XP will load the Boot Firmware onto both Control
Modules simultaneously. To load a new boot PROM image onto both Control Modules, enter the
following:

system promimage upgrade tftp://10.50.89.88/image/prom-upgr ade

Switching Fabric M odule (XP-8600 only)

The XP-8600 has slotsfor two Switching Fabric Modules. While the XP-8600 is operating, you can
install a second Switching Fabric Module. If two Switching Fabric Modules areinstalled, you can
hot swap one of them. When you remove one of the Switching Fabric Modules, the other goes
online and stays online until it is removed or the XP-8600 is powered off. When the XP-8600 is
powered on again, the Switching Fabric Modulein dlot “Fabric 1,” if oneisinstalled there,
becomes the active Switching Fabric Module.

WARNING  You can only hot swap a Switching Fabric Moduleif two are
installed on the XP-8600. If only one Switching Fabric Moduleis
installed, and you remove it, the X P-8600 will crash.

The procedure for hot swapping a Switching Fabric Module is similar to the procedure for hot
swapping aline card or Control Module. You deactivate the Switching Fabric Module, remove it
from the XP, and insert another Switching Fabric Modulein the slot.

Note:  You cannot deactivate the Switching Fabric Module with the system hotswap command.

To deactivate the Switching Fabric Module:

»  Pressthe Hot Swap button on the Switching Fabric Module you want to deactivate. The Online
LED goes out and the Offline LED lights. Figure 4 shows the location of the Offline LED and
Hot Swap button on a Switching Fabric Module.

Offline LED
SSR-SF-16  offine O Switching Fabric
oniine QO Hot
—_— 8 8

Hot Swap Button

Figured4. Location of Offline LED and Hot Swap Button on a Switching Fabric Module
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Removing the Switching Fabric Module

To remove the Switching Fabric Module:

1
2.

L oosen the captive screws on each side of the Switching Fabric Module.

Pull the metal tabs on the Switching Fabric Module to free it from the connectors holding it in
placein the chassis.

Carefully remove the Switching Fabric Module from its slot.

Installing a Switching Fabric Module

Toinstall a Switching Fabric Module:

1

Slide the Switching Fabric Module all the way into the dat, firmly but gently pressing to
ensure that the pins on the back of the module are completely seated in the backplane.

Note: Makesurethecircuit card (and not the metal plate) is between the card guides. Check
both the upper and lower tracks.

Tighten the captive screws on each side of the Switching Fabric Module to secure it to the
chassis.

When you install or reseat a Switching Fabric Module, use the following command (in Enable
mode) to ensure proper seating and to avoid loop-back failure:

Xp# system show switching-fabric

If the Primary Switch Fabric Module is seated properly, the following message will appear:

Xp# Switching Fabric: Present, Active

If the Secondary Switch Fabric Module is seated properly, the following message will appear:

Xp# Switching Fabric: Present, Standby
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GBICs (ER16 only)

The Gigabit Ethernet line cards have slots for GBICs that can be installed at any time. You can hot
swap the GBICsinstalled in the line cards, aswell astheline cards themselves. (For information on
hot swapping line cards, see Line Cards on page 32.)

static discharge. Use an antistatic wrist strap and observe al static
precautions when you remove or install a GBIC. Failure to do so
could result in damageto the GBIC and the host line card. Always
leave the GBIC in the antistatic bag or an equivalent antistatic
container until it is ready to be installed.

f WARNING  The GBIC and the host gigabit Ethernet line cards are sensitive to

Removing a GBIC from the Line Card

To remove a GBIC from its slot on the line card:
1. Remove any cables connected to the GBIC.
2. Locate the extractor tabs on either side of the GBIC.

3. Using thumb and forefinger, compress the extractor tabs on both sides of the GBIC and pull it
out of the line card. See Figure 5 on page 45.

4. If storing or shipping the GBIC, insert the rubber dust protector into the GBIC to protect the
fiber ports.

Insert GBIC into opening.
GBIC is keyed, and will
only fit in correct orientation

A

To remove,
press tabs on
top and bottom
of GBIC and pull.

Figure5. Installing and removing a GBI C.
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Installing a GBIC intothe Line Card

Install the GBIC into the line card as follows:

1. Hold the GBIC with the network port facing away from the line card. The 20-pin connector
should be facing toward the empty GBIC slot of the line card.

2. Theaignment slot on the GBIC must line up with the alignment guidesinside the GBIC dlot.
The top of the GBIC must be next to the hinged side of the GBIC slot door of theline card.

3. Gently insert the GBIC moduleinto the GBIC slot opening in the line card. The GBIC door on
the line card foldsin and the hinges engage the alignment slots on the sides of the GBIC
module.

Note: If the GBIC module does not go in easily, do not force it. If the GBIC is not oriented
properly, it will stop about one quarter of the way into the slot and it should not be forced
any further. Remove and reorient the GBIC module so that it slides easily into the slot.

4. Push the GBIC module in until the connector engages the 20-pin port. The GBIC is now
installed.
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Bridging
Configuration Guide

Bridging Overview

The Enterasys X-Pedition provides the following bridging functions:

Compliance with the IEEE 802.1D standard and |EEE 802.1w draft standard
Compliance with the IGM P multicast bridging standard
Wire-speed address-based bridging or flow-based bridging

Ability to logically segment atransparently bridged network into virtual local-area networks
(VLANS), based on physical ports or protocol (IP or IPX or bridged protocols like Appletalk)

Frame filtering based on MAC address for bridged and multicast traffic

Integrated routing and bridging, which supports bridging of intra-VVLAN traffic and routing of
inter-VLAN traffic

Spanning Tree (IEEE 802.1D & |EEE 802.1w)

Spanning tree (IEEE 802.1D) allows bridges to dynamically discover a subset of the topology that
isloop-free. The loop-free tree that is discovered contains pathsto every LAN segment. In addition,
the X P supports the Rapid Spanning Tree Protocol defined in IEEE 802.1w which allows the
network topology to reconverge in a significantly smaller amount of time.

Bridging M odes (Flow-Based and Address-Based)

The XP provides the following types of wire-speed bridging:
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Address-based bridging - The XP performs this type of bridging by looking up the destination
addressin an L2 lookup table on the line card that receives the bridge packet from the network. The
L2 lookup table indicates the exit port(s) for the bridged packet. If the packet is addressed to the
XPsown MAC address, the packet is routed rather than bridged.

Flow-based bridging - The XP performs this type of bridging by looking up an entry in the L2
lookup table containing both the source and destination addresses of the received packet in order to
determine how the packet is to be handled.

The XP ports perform address-based bridging by default but can be configured to perform flow-
based bridging instead, on a per-port basis. A port cannot be configured to perform both types of
bridging at the same time.

The XP performance is equivalent when performing flow-based bridging or address-based
bridging. However, address-based bridging is more efficient because it requires fewer table entries
while flow-based bridging provides tighter management and control over bridged traffic.

VLAN Overview

Virtual LANs (VLANS) are ameans of dividing a physical network into several logical (virtual)
LANSs. The division can be done on the basis of various criteria, giving rise to different types of
VLANS. For example, the simplest type of VLAN is the port-based VLAN. Port-based VLANS
divide anetwork into anumber of VLANsDby assigningaVLAN to each port of aswitching device.
Then, any traffic received on a given port of a switch belongsto the VLAN associated with that

port.

VLANSsare primarily used for broadcast containment. A layer-2 (L2) broadcast frame is normally
transmitted all over a bridged network. By dividing the network into VLANS, the range of a
broadcast islimited, i.e., the broadcast frame is transmitted only to the VLAN to which it belongs.
This reduces the broadcast traffic on a network by an appreciable factor.

Note: If you configure a SmartTRUNK to carry traffic for an IPVLAN and traffic for the
Layer-2 default VLAN, you must configure the SmartTRUNK as an 802.1Q trunk. With
the trunk configured, disable and re-enable the Smart TRUNK.

The type of VLAN depends upon one criterion: how areceived frameis classified as belonging to a
particular VLAN. VLANS can be categorized into the following types:

*  Port based

*  MAC address based
*  Protocol based

*  Subnet based

*  Multicast based

e Policy based
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Detailed information about these types of VLANSsis beyond the scope of this manual. Each type of
VLAN isbriefly explained in the following subsections.

Port-based VL ANSs

Ports of L2 devices (switches, bridges) are assigned to VLANS. Any traffic received by aport is
classified as belonging to the VLAN to which the port belongs. For example, if ports 1, 2, and 3
belong to the VLAN named “Marketing,” then a broadcast frame received by port 1 is transmitted
on ports 2 and 3. It is not transmitted on any other port.

Note: Layer-4 bridging is not available on port-based vlians.

MAC-address-based VL ANs

Inthistype of VLAN, each switch (or acentral VLAN information server) keepstrack of al MAC
addressesin a network and maps them to VLANS based on information configured by the network
administrator. When aframeisreceived at a port, its destination MAC addressislooked up in the
VLAN database. The VLAN database returns the name of the VLAN to which this frame belongs.

Thistype of VLAN is powerful in the sense that network devices such as printers and workstations
can be moved anywherein the network without the need for network reconfiguration. However, the
administration isintensive because all MAC addresses on the network need to be known and
configured.

Protocol-based VL ANs

Protocol-based VL ANs divide the physical network into logical VLANs based on protocol. When a
frameisreceived at aport, its VLAN is determined by the protocol of the packet. For example,
there could be separate VLANSs for IP, IPX and Appletalk. An IP broadcast frame will only be sent
todl portsinthe IPVLAN.

Subnet-based VLANSs

Subnet-based VLANS are a subset of protocol based VLANSs and determine the VLAN of aframe
based on the subnet to which the frame belongs. To do this, the switch must look into the network

layer header of the incoming frame. Thistype of VLAN behaves similar to a router by segregating
different subnets into different broadcast domains.

Multicast-based VLANSs
Multicast-based VLANSs are created dynamically for multicast groups. Typically, each multicast

group corresponds to a different VLAN. This ensures that multicast frames are received only by
those ports that are connected to members of the appropriate multicast group.
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Policy-based VL ANs

Policy-based VLANSs are the most general definition of VLANS. Each incoming (untagged) frame
islooked up in apolicy database, which determines the VLAN to which the frame belongs. For
example, you could set up apolicy which createsa special VLAN for all E-mail traffic between the
management officers of a company, so that this traffic will not be seen anywhere else.

XP VLAN Support

The XP supports:

*  Port-based VLANS

*  Protocol-based VLANSs
*  Subnet-based VLANS

When using the XP as an L2 bridge/switch, use the port-based and protocol-based VLAN types.
When using the XP as a combined switch and router, use the subnet-based VLANSs in addition to
port-based and protocol-based VLANS. It is not necessary to remember the types of VLANSsIn
order to configure the XP, as seen in the section on configuring the XP.

Note: Layer-4 bridging is not available on port-based vlans.

VLANsand the XP

50

VLANSsare an integral part of the XP family of switching routers. The XP switching routers can
function aslayer-2 (L2) switches aswell asfully-functional layer-3 (L 3) routers. Hence they can be
viewed as a switch and arouter in one box. To provide maximum performance and functionality,
the L2 and L3 aspects of the X P switching routers are tightly coupled.

The XP can be used purely as an L2 switch. Frames arriving at any port are bridged and not routed.
Inthis case, setting up VLANSs and associating portswith VLANsis all that isrequired. You can set
up the XP switching router to use port-based VLANS, protocol-based VLANS, or a mixture of the
two types.

The XP can also be used purely as arouter, i.e., each physical port of the XP is a separate routing
interface. Packets received at any interface are routed and not bridged. In this case, no VLAN
configuration isrequired. Note that VLANSs are still created implicitly by the XP as aresult of
creating L 3 interfaces for IP and/or IPX. However, theseimplicit VLANS do not need to be created
or configured manually. The implicit VLANS created by the XP are subnet-based VLANS.

Most commonly, an XP is used as a combined switch and router. For example, it may be connected
to two subnets S1 and S2. Ports 1-8 belong to S1 and ports 9-16 belong to S2. The required
behavior of the XP is that intra-subnet frames be bridged and inter-subnet packets be routed. In
other words, traffic between two workstations that belong to the same subnet should be bridged,
and traffic between two workstations that belong to different subnets should be routed.
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The XP switching routers use VLANSsto achieve this behavior. This meansthat aL 3 subnet (i.e., an
IPor IPX subnet) is mapped toaVLAN. A given subnet maps to exactly one and only one VLAN.
With this definition, the terms VLAN and subnet are almost interchangeable.

To configure an XP as a combined switch and router, the administrator must create VLANS
whenever multiple ports of the XP areto belong to a particular VLAN/subnet. Then the VLAN
must be bound to an L3 (IP/IPX) interface so that the XP knows which VLAN maps to which
IP/IPX subnet.

Ports, VLANS, and L 3 Interfaces

The term port refers to a physical connector on the XP, such as an ethernet port. Each port must
belong to at least one VLAN. When the XP is unconfigured, each port belongstoaVLAN called
the “default VLAN.” By creating VLANSs and adding ports to the created VLANS, the ports are
moved from the default VLAN to the newly created VLANS.

Unlike traditional routers, the XP has the concept of logical interfaces rather than physical
interfaces. An L3 interfaceisalogical entity created by the administrator. It can contain more than
one physical port. When an L3 interface contains exactly one physical port, it is equivalent to an
interface on atraditional router. When an L3 interface contains several ports, it is equivalent to an
interface of atraditional router which is connected to alayer-2 device such as a switch or bridge.

Access Portsand Trunk Ports (802.1P and 802.1Q Support)

The ports of an XP can be classified into two types, based on VLAN functionality: access ports
and trunk ports. By default, a port is an access port. An access port can belong to at most one
VLAN of the following types: IR, IPX, or bridged protocols.

Note: The 802.1Q bridge MIB can create an |P-based VLAN with Layer-4 bridging enabled.

Trunk ports (802.1Q) carry traffic belonging to several VLANs and are usually used to connect one
VLAN-aware switch to another. For example, suppose that XP A and B are both configured with
VLANsV1and V2. A frame arriving at aport on XP A must be sent to XP B, if the frame belongs
toVLAN V1orto VLAN V2. Thus the ports on XP A and B which connect the two X Ps together
must belong to both VLAN V1 and VLAN V2. Also, when these ports receive aframe, they must
be able to determine whether the frame belongsto V1 or to V2. Thisis accomplished by “tagging”
the frames, i.e., by prepending information to the framein order to identify the VLAN to which the
frame belongs. In the X P switching routers, trunk ports always transmit and receive tagged frames
only. The format of thetag is specified by the IEEE 802.1Q standard. The only exception to thisis
Spanning Tree Protocol frames, which are transmitted as untagged frames.

The XP can automatically determine whether areceived frameisan IP frame, an IPX frame or
neither. Based on this, it selectsa VLAN for the frame. Frames transmitted out of an access port
contain no specia information about the VLAN to which they belong. These frames are classified
as belonging to aparticular VLAN based on the protocol of the frame and the VLAN configured on
the receiving port for that protocol. For example, if port 1 belongsto VLAN IPX_VLAN for IPX,
VLAN IP_VLAN for IPand VLAN OTHER VLAN for any other protocol, then an |P frame
received by port 1is classified as belonging to VLAN IP_VLAN.

Enterasys X-Pedition User Reference Manual 51



Configuring XP Bridging Functions

You can use the port enable 8021p command to tag frames transmitted from access ports with a
one-byte, 802.1p class of service (CoS) value. The CoS value indicates the frame's priority. There
are 8 CoS values, 0 isthe lowest priority and 7 is the highest.

Note: A packet entering a Q-trunk has an 802.1Q header containing a priority field. Typically,
users can change the 802.1Q priority using the qos set 12 commands. However, current
hardware restrictions ignore any request to overwrite the packet’s priority—the packet
simply replicates at the exit port and continues with its original priority.

802.1Q functionality permits the operation of Virtual LAN (VLAN) Bridges on WAN and ATM
ports. It is possible to configure ATM, PPP, MLPPP, and Frame-Relay ports as trunk ports, add
those portsto multiple VLANS, and generate the appropriate tags for packets crossing created links.

Note: Please be aware of the following in association with 802.1Q Over WAN:

e The XP does not support Per VLAN Spanning Tree (PVST) over WAN. Therefore, Q-trunks
over redundant WAN connections are not recommended.

e MLPbundlesare considered asingle logical connection for Spanning Tree Protocol (STP)
applications.

e ATM connections do not support STP.

Explicit and Implicit VLANSs

As mentioned earlier, VLANS can either be created explicitly by the administrator (explicit
VLANS) or are created implicitly by the XP when L3 interfaces are created (implicit VLANS).

Configuring XP Bridging Functions

Configuring Address-based or Flow-based Bridging

52

The XP ports perform address-based bridging by default but can be configured to perform flow-
based bridging instead of address-based bridging, on a per-port basis. A port cannot be configured
to perform both types of bridging at the same time.

The XP performance is equivaent when performing flow-based bridging or address-based
bridging. However, address-based bridging is more efficient because it requires fewer table entries
while flow-based bridging provides tighter management and control over bridged traffic.

For example, the following illustration shows an XP with traffic being sent from port A to port B,
port B to port A, port B to port C, and port A to port C.
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XP
A B C

The corresponding bridge tables for address-based and flow-based bridging are shown below. As
shown, the bridge table contains more information on the traffic patterns when flow-based bridging
is enabled compared to address-based bridging.

Address-Based Bridge Table Flow-Based Bridge Table
A (source) A-B
B (source) B - A
C (destination) B-C
A-C

With the XP configured in flow-based bridging mode, the network manager has “per flow” control
of layer-2 traffic. The network manager can then apply Quality of Service (QoS) policies or
security filters based on layer-2 traffic flows.

To enable flow-based bridging on a port, enter the following command in Configure mode.

Configureaport for flow-based bridging. | port flow-bridging <port-list>|all-ports

To change a port from flow-based bridging to address-based bridging, enter the following
command in Configure mode:

Change a port from flow- negate <line-number of active config containing command>:
based bridging to address- port flow-bridging <port-list>|all-ports
based bridging.

Configuring Spanning Tree

Note:  Some commandsin this facility require updated XP hardware.

The XP supports per VLAN spanning tree. By default, all the VLANSs defined belong to the default
spanning tree. You can create a separate instance of spanning tree using the following command:

Create spanning tree for aVLAN. pvst create spanningtree vlan-name <string>

Note:  The maximum number of per-VLAN spanning trees you can support relates to the amount
of memory installed in your system. Because each spanning tree allocates 1 MB of
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memory, a system with 256 MB of memory will support approximately 200 per-VLAN
spanning trees (depending on the amount of memory needed to configure the hardware).

Note:  The XPwill display VLAN names up to 32 charactersin length.

By default, spanning treeis disabled on the X P. To enable spanning tree on the X P, you perform the
following tasks on the ports where you want spanning tree enabled.

Enable spanning tree on one or more stp enable port <port-list>
ports for default spanning tree.

Enable spanning tree on one or more pvst enable port <port-list> spanning-tree <string>
ports for a particular VLAN.

Enabling Rapid Spanning Tree Protocol (RSTP)

By default, all spanning treesin the XP runin STP (802.1D) compatible mode. The time each port
needs to reconfigure its connection after atopology change depends on the forward delay set for the
spanning tree, which ranges from 4 to 30 seconds. With RSTP enabled, this converging time could
be reduced to as little as 1 second in certain cases. You can enable RSTP using the following:

Enable RSTP on the default spanning stp set protocol-version rstp
tree

Enable RSTP on a particular spanning | pvst set protocol-version rstp spanning-tree
tree instance <string>

In order to remain compatible with STP, an RSTP-capable bridge sends out STP-compatible
BPDUsto individua portsthat are connected to other legacy bridges running STP and continues to
do so even when you replace the legacy bridges with RSTP-capable bridges. Additionally, changes
in the point-to-point or the edge-port operational status can go undetected by the XP. In these cases,
the XP will not be able to take full advantage of RSTP and will need to be reset. To test the network
for such changes and reset RSTP on these ports, enter the following commands in Enabled mode:

Reset RSTP on one or more ports for stp reset-rstp port <port-list>
default spanning tree

Reset RSTP on one or more portsfora | pvst reset-rstp port <port-list>
particular spanning tree instance spanning-tree <string>

Adjusting Spanning-Tree Parameters

You may need to adjust certain spanning-tree parameters if the default values are not suitable for
your bridge configuration. Parameters affecting the entire spanning tree are configured with
variations of the bridge global configuration command. I nterface-specific parameters are
configured with variations of the bridge-group interface configuration command.
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You can adjust spanning-tree parameters by performing any of the tasks in the following sections:

e  Setthe Bridge Priority

e Set an Interface Priority

Note:  Only network administrators with a good understanding of how bridges and the Spanning-
Tree Protocol work should make adjustments to spanning-tree parameters. Poorly chosen
adjustments to these parameters can have a negative impact on performance. A good
source on bridging is the IEEE 802.1D specification.

Setting the Bridge Priority

You can globally configure the priority of an individual bridge when two bridgestie for position as
the root bridge, or you can configure the likelihood that a bridge will be selected as the root bridge.
The lower the bridge's priority, the more likely the bridge will be selected as the root bridge. This
priority is determined by default; however, you can changeit.

To set the bridge priority, enter the following command in Configure mode:

Set the bridge priority for default
spanning tree.

stp set bridging priority <num>

Set the bridge priority for a particular
instance of spanning tree.

pvst set bridging spanning-tree <string> priority
<num=>

Setting a Port Priority

You can set apriority for an interface. When two bridges tie for position as the root bridge, you
configure an interface priority to break the tie. The bridge with the lowest interface valueis el ected.

To set an interface priority, enter the following command in Configure mode:

Establish a priority for a specified
interface for default spanning tree.

stp set port <port-list> priority <num>

Establish a priority for a specified
interface for a particular instance of
spanning tree.

pvst set port <port-list> spanning-tree <string>
priority <num>

Assigning Port Costs

Each interface has a port cost associated with it. By convention, the port cost is 1000/data rate of
the attached LAN, in Mbps. You can set different port costs.
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To assign port costs, enter the following command in Configure mode:

Set adifferent port cost other than the stp set port <port-list> port-cost <num>
defaults for default spanning tree.

Set adifferent port cost other than the pvst set port <port-list> spanning-tree <string>
defaults for a particular instance of port-cost <num>
Spanning tree.

Adjusting Bridge Protocol Data Unit (BPDU) Intervals

You can adjust BPDU intervals as described in the following sections:
e Adjust the Interval between Hello BPDUs
»  Definethe Forward Delay Interval

+ Definethe Maximum Idle Interval

Adjusting the Interval between Hello Times
You can specify the interval between hello time.

To adjust thisinterval, enter the following command in Configure mode:

Specify the interval between hello time | stp set bridging hello-time <num>
for default spanning tree.

Specify the interval between hellotime | pvst set bridging spanning-tree <string> hello-time
for aparticular instance of spanning <num>
tree.

Defining the Forward Delay Interval

The forward delay interval isthe amount of time spent listening for topology change information
after an interface has been activated for bridging and before forwarding actually begins.

To change the default interval setting, enter the following command in Configure mode:

Set the default of the forward delay stp set bridging forward-delay <num>

interval for default spanning tree.

Set the default of the forward delay pvst set bridging spanning-tree <string> forward-
interval for a particular instance of delay <num>

Spanning tree.
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Defining the Maximum Age

If abridge does not hear BPDUs from the root bridge within a specified interval, it assumesthat the
network has changed and recomputes the spanning-tree topol ogy.

To change the default interval setting, enter the following command in Configure mode:

Change the amount of time a bridge will wait
to hear BPDUs from the root bridge for
default spanning tree.

stp set bridging max-age <num>

Change the amount of time a bridge will wait
to hear BPDUs from the root bridge for a
particular instance of spanning tree.

pvst set bridging spanning-tree <string> max-
age <num>

Adjusting RSTP parameters

Since 1-second link reconfiguration can happen only on a point-to-point link or an edge port (a port
that is known to be on the edge of abridged LAN), you may want to define them administratively

using the following:

Specify alink in the default spanning treeasa
point-to-point link [ForceTrue], a non-point-
to-point link [ForceFalsg], or as determined by
the XP

stp set port <port-list> point-to-point
[ForceTrue|ForceFalse|Auto]

Specify alink in a particular spanning tree
instance as a point-to-point link [ForceTrue], a
non-point-to-point link [ForceFalse], or as
determined by the XP

pvst set port <port-list> point-to-point
[ForceTrue|For ceFalse]Auto] spanning-tree
<string>

Configuring a Port- or Protocol-Based VLAN

To create a port or protocol based VLAN, perform the following steps in the Configure mode.

1. Createaport or protocol based VLAN.
2. Addphysical portsto aVLAN.

Creating a Port or Protocol-Based VLAN

To create aVLAN, enter the following command in Configure mode.

CreateaVLAN.

vlan create <vlan-name> <type> id <num>
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Note: The XPwill display VLAN names up to 32 charactersin length.

Adding Portstoa VLAN

To add portsto aVLAN, enter the following command in Configure mode.

Add portstoa VLAN. vlan add ports <port-list> to <vlan-name>

Note: The XPwill display VLAN and interface names up to 32 characters in length.

Configuring VLAN Trunk Ports
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The XP supports standards-based VLAN trunking between multiple XPs as defined by IEEE
802.1Q. 802.1Q adds a header to a standard Ethernet frame which includes a unique VLAN id per
trunk between two XPs. These VLAN IDs extend the VLAN broadcast domain to more than one
XP.

To configurea VLAN trunk, enter the following command in the Configure mode.

Configure 802.1Q VLAN trunks. vlan make < port-type> <port-list>

Note: The 802.1q bridge MIB can create an |P-based VLAN with Layer-4 bridging enabled.

By default, the default VLAN (VLAN ID 1) isalways assigned to all VLAN trunks. Although you
cannot remove the default VLAN from atrunk port, you can filter default VLAN traffic from a
trunk by entering the following command in Configure mode:

Filter default VLAN traffic fromalist | filters add address-filter name NODEFAULTVLAN
of trunk ports. source-mac ffffff:ffffff source-mac-mask
000000:000000 vlan 1 in-port-list <port-list>

802.1Q functionality also permits the operation of Virtual LAN (VLAN) Bridges on WAN and
ATM ports. It is possible to configure ATM, PPP, MLPPP, and Frame-Relay ports as trunk ports,
add those ports to multiple VLANS, and generate the appropriate tags for packets crossing created
links.

Note: Please be aware of the following in association with 802.1Q Over WAN:

e The XP does not support Per VLAN Spanning Tree (PVST) over WAN. Therefore, Q-trunks
over redundant WAN connections are not recommended.

e MLPbundlesare considered asingle logical connection for Spanning Tree Protocol (STP)
applications.

e ATM connections do not support STP.
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Configuring VLANsfor Bridging

The XP alows you to create VLANs for AppleTalk, DECnet, SNA, and IPv6 traffic aswell asfor
IPand IPX traffic. You can create a VLAN for handling traffic for a single protocol, such asa
DECnet VLAN. Or, you can create a VLAN that supports severa specific protocols, such as SNA
and IP traffic.

Note:  Some commandsin this facility require updated XP hardware.

Configuring Layer-2 Filters

Layer-2 security filters on the XP alow you to configure ports to filter specific MAC addresses.
When defining a Layer-2 security filter, you specify to which ports you want the filter to apply.
Refer to the “ Security Configuration Chapter” for details on configuring Layer-2 filters. You can
specify the following security filters:

e Addressfilters

Thesefilters block traffic based on the frame's source MAC address, destination MAC address,
or both source and destination MAC addresses in flow bridging mode. Address filters are
always configured and applied to the input port.

»  Port-to-address lock filters
These filters prohibit a user connected to alocked port or set of ports from using another port.
o Static entry filters

Thesefilters allow or force traffic to go to a set of destination ports based on aframe's source
MAC address, destination MAC address, or both source and destination MAC addressesin flow
bridging mode. Static entries are always configured and applied at the input port.

e Secureport filters

A secure filter shuts down access to the X P based on MAC addresses. All packets received by
aport are dropped. When combined with static entries, however, thesefilters can beused to drop
all received traffic but allow some frames to go through.
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Monitoring Bridging

The XP provides display of bridging statistics and configurations contained in the XP.

To display bridging information, enter the following commands in Enable mode.

Show IP routing table.

ip show routes

Show all MAC addresses currently in

|2-tables show all-macs

the |2 tables.

Show 12 table information on aspecific | 12-tables show port-macs
port.

Show information the master MAC |2-tables show mac-table-stats
table.

Show information on a specific MAC
address.

|2-tables show mac

Show information on MACs registered.

|2-table show bridge-management

Show all VLANS.

vlan show

Show STP bridge information

stp show bridging-info

Show PV ST bridge information

pvst show bridging-info spanning-tree <string>

Show STP port information

port show stp-info <port_list>|all-ports

Show PV ST port information

port show pvst-info <port_list>|all-ports spanning-tree
<string>

Configuration Examples

VLANSs are used to associate physical ports on the XP with connected hosts that may be physically
separated but need to participate in the same broadcast domain. To associate portsto aVLAN, you
must first create aVLAN and then assign ports to the VLAN. This section shows examples of
creating an IP or IPX VLAN and a DECnet, SNA, and AppleTalk VLAN.

Creatingan IP or IPX VLAN

In this example, servers connected to port gi.1.(1-2) on the XP need to communicate with clients
connected to et.4.(1-8). You can associate all the ports containing the clients and serversto an IP

VLAN called ‘BLUE'.

Note:

If you configure a SmartTRUNK to carry traffic for an IP VLAN and traffic for the

Layer-2 default VLAN, you must configure the SmartTRUNK as an 802.1Q trunk. With
the trunk configured, disable and re-enable the Smart TRUNK.

60
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First, create an IP VLAN named ‘BLUFE’

xp(config)# vlan create BLUE ip

Note: The XPwill display VLAN and interface names up to 32 charactersin length.

Next, assign portsto the ‘BLUE’ VLAN.

xp(config)# vlan add ports et.4.(1-8),gi.1.(1-2) to BLUE

Creating a non-IP/non-1PX VLAN

Inthisexample, SNA, DECnet, and AppleTalk hosts are connected to et.1.1 and et.2.(1-4). You can
associate all the ports containing these hoststo aVLAN called ‘RED’ with the VLAN ID 5.

First, create a VLAN named ‘RED’

xp(config)# vlan create RED sna dec appletalk id 5

Note: The XPwill display VLAN and interface names up to 32 characters in length.

Next, assign portsto the ‘RED’ VLAN.

xp(config)# vlan add portset.1.1, et.2.(1-4) to RED

Configuring per-VLAN spanning tree with RSTP enabled

In this example, two X Ps are connected as shown in the diagram below. We will create aper VLAN
spanning tree instance with RSTP enabled on port gi.1.(1-2), et.3.1in XP1 and gi.2.(1-2) in XP2.

g.l1 gi.21
mmmmmmet3l  XP1 XP2
g.l12 1 gi.2.2

Figure 6. Configuring per VLAN spanning tree with RSTP enabled

Note:  The maximum number of per-VLAN spanning trees you can support relates to the amount
of memory installed in your system. Because each spanning tree allocates 1 MB of
memory, a system with 256 MB of memory will support approximately 200 per-VLAN
spanning trees (depending on the amount of memory needed to configure the hardware).
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First, createaVLAN named ‘GREEN’ with VLAN ID 100 on both XP1 and X P2 and add the ports
to the VLAN:

XP1(config)# vlan create GREEN port-based id 100
XP1(config)# vlan add portsgi.1.(1-2),et.3.1 to GREEN

XP2(config)# vlan create GREEN port-based id 100
XP2(config)# vlan add ports gi.2.(1-2) to GREEN

Note:  The XPwill display VLAN and interface names up to 32 charactersin length.

Then, create a spanning tree instance for VLAN ‘GREEN’.

XP1(config)# pvst create spanningtree vian_name GREEN

XP2(config)# pvst create spanningtree vian_name GREEN

Enable PVST on gi.1.1(1-2),et.3.1in XP1 and gi.2.(1-2) in XP2.

XP1(config)# pvst enable port gi.1.(1-2),et.3.1 spanning-tree GREEN

XP2(config)# pvst enable port gi.2.(1-2) spanning-tree GREEN

To enable RSTP for this spanning tree, set the protocol version to ‘rstp’

XP1(config)# pvst set protocol-version rstp spanning-tree GREEN

XP2(config)# pvst set protocol-version rstp spanning-tree GREEN

To allow 1-second link reconfiguration, the links between gi.1.(1-2) in XP1 and gi.2.(1-2) in XP2
must be point-to-point links. You should also define et.3.1 in XP1 as an edge-port if it is not
connected to any other bridges that can generate loops in the network.

XP1(config)# pvst set port gi.1.(1-2) point-to-point ForceTrue
XP1(config)# pvst set port et.3.1 edge-port True

XP2(config)# pvst set port gi.2.(1-2) point-to-point ForceTrue
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Chapter 7

SmartTRUNK
Configuration Guide

Overview

This chapter explains how to configure and monitor SmartTRUNKs on the XP. A SmartTRUNK is
Enterasys Networks' technology for load balancing and load sharing. A SmartTRUNK is a group
of two or more ports that have been logically combined into a single port. Multiple physical
connections between devices are aggregated into asingle logical, high-speed path that actsas a
single link. Traffic is balanced across all interfaces in the combined link, increasing overall
available system bandwidth. SmartTRUNK s allow administrators the ability to increase bandwidth
at congestion points in the network, thus eliminating potential traffic bottlenecks. SmartTRUNK's
also provide improved datalink resiliency. If one port in a SmartTRUNK should fail, itsload is
distributed evenly among the remaining ports and the entire SmartTRUNK link remains
operational.

SmartTRUNK is Enterasys' standard for building high-performance links between Enterasys
switching platforms. SmartTRUNK s can interoperate with switches, routers, and servers from other
vendors as well as Enterasys platforms. SmartTRUNK s are compatible with all X P features,
including VLANS, STP, VRRP, etc. SmartTRUNK operation is supported over different media
types and a variety of technologies including 10/100/1000 M bps Ethernet.

Note:  When you enable Spanning Tree Protocol (STP) on a SmartTRUNK, one link in the
SmartTRUNK participatesin STP. If you use STP with a SmartTRUNK that consists of
ports of the same type, Enterasys recommends that the ports in the SmartTRUNK be
neighbors (i.e., in consecutive order) on the same line card.

Note: If you configure a SmartTRUNK to carry traffic for an IPVLAN and traffic for the
Layer-2 default VLAN, you must configure the SmartTRUNK as an 802.1Q trunk. With
the trunk configured, disable and re-enable the SmartTRUNK.
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Configuring SmartTRUNK's

To configure a SmartTRUNK, perform the following tasks:

1. Create a SmartTRUNK and specify a control protocol for it.

2. Add physical portsto the SmartTRUNK.

3. Specify thepolicy for distributing traffic across SmartTRUNK ports (optional). By default, the

XP digtributes traffic to portsin around-robin (sequential) manner.

Creating a SmartTRUNK

When you create a SmartTRUNK, you must specify if you will use the DEC Hunt Group control
protocol, LACP, or if you will not use any control protocol:

If you connect the SmartTRUNK to another XP, other Enterasys devices such as the
SmartSwitch 6000 or SmartSwitch 9000, or Digital GIGAswitch/Router, specify the DEC Hunt
Group control protocol. The Hunt Group protocol is useful in detecting errors like
transmit/receive failures and misconfiguration.

Note:  When SmartTRUNKIng to an Ethernet GIGA Switch product, set the port set
command’s IFG parameter to 4 or greater to allow the GIGASwitch enough time to
properly process incoming frames.

If you connect the Smart TRUNK to adevice that does not support the DEC Hunt Group control
protocol, such as those devices that support Cisco’s EtherChannel technology, specify no
control protocol. This mode detects only link failures.

If you configure the SmartTRUNK for 802.3ad link aggregation, specify the Link Aggregation
Control protocol (LACP). You will then be able to use the “ smarttrunk lacp” command to set
the various actor parameters for this protocol.

To create a SmartTRUNK, enter the following command in Configure mode:

Create a SmartTRUNK that will connect to a device smarttrunk create <smarttrunk>
that supports the DEC Hunt Group control protocol. protocol huntgroup

Create a SmartTRUNK that will connect to a device smarttrunk create <smarttrunk>
that does not support the DEC Hunt Group control protocol no-protocol
protocol.

Create a SmartTRUNK to use for 802.3ad link smarttrunk create <smarttrunk>
aggregation. protocol lacp

Note:  SmartTRUNK links may be affected when the Huntgroup protocol is enabled on

SmartTRUNK swhilethe Control Moduleistoo busy to send or receive Huntgroup PDUs.
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Add Physical Portsto the SmartTRUNK

A SmartTRUNK may include any port on any module and may include up to the total number of
ports on the XP. If one module should go down, the ports on other modules will remain operational.

Note:  The Huntgroup protocol supports up to 256 ports. In the XP-8600, Huntgroup is not
supported on the 16th port of 16-port cards inserted into slot 15. Smart TRUNK without
Huntgroup protocol is supported for all modules. On the ER-16, you may configure
SmartTRUNK s that use the Huntgroup control protocol on slots 1-7 only.

Ports added to a SmartTRUNK must:

e Besettofull duplex.

* BeinthesameVLAN.

e Share the same properties (L2 aging, STP state, and so on).

Note: Do not use the add ports command to add ports to an LACP SmartTRUNK. When you
use the lacp actor -parameter s command to enable LACP, the X P adds ports to the
SmartTRUNK dynamically.

Note:  SmartTRUNK links may be affected when the Huntgroup protocol is enabled on
SmartTRUNK swhile the Control Moduleistoo busy to send or receive Huntgroup PDUs.

| Hot Swapping

When hot swapping any card, the link for any SmartTRUNK configured with Huntgroup protocol
will go down for afew seconds. If you hot swap a card that has SmartTRUNK and Layer-2 filters
configured, the XP will mark SmartTRUNK commands with an "E".

Specify Traffic Distribution Policy (Optional)

The default policy for distributing traffic across the portsin a SmartTRUNK is “round-robin,”
where the X P selects the port on arotating basis. The other policy that can be chosen is “link-
utilization,” where packets are sent to the least-used port in a SmartTRUNK. You can choose to
specify the link-utilization policy for a particular SmartTRUNK, alist of SmartTRUNKS, or for all
SmartTRUNK s on the XP.

Specify traffic distribution policy. smarttrunk set load-policy on <smarttrunk list>|
all-smarttrunks round-robin| link-utilization
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Specify Actor Parametersfor LACP (Link Aggregation Control Protocol)

To enable LACP and set the actor parameters on a port to run Link Aggregation with the 802.3ad

protocol, do the following:

Enable LACP.

smarttrunk lacp actor-parameters port <port_list>
enable

Disable LACP.

Negate the command you used to enable LACP.

Set the administrative priority for
the system.

smarttrunk lacp actor-parameters port <port_list>
enable system-priority <number>

Set the administrative key for the
port.

smarttrunk lacp actor-parametersport <port_list>
enable port-key <number>

Set the administrative priority for
the port.

smarttrunk lacp actor-parameters port <port_list>
enable port-priority <number>

Set the administrative LACP
activity for the port.

smarttrunk lacp actor-parameters enable port
<port_list> activity active| passive

Set the administrative aggregation
for the port.

smarttrunk lacp actor-parameters enable port
<port_list> aggregation aggregatable| individual

Set the administrative LACP
Timeout for the port.

smarttrunk lacp actor-parameters enable port
<port_list> timeout long| short

Monitoring SmartTRUNK's

Statistics are gathered for data flowing through a SmartTRUNK and each port in the
SmartTRUNK. To display SmartTRUNK statistics, enter one of the following commandsin Enable
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mode:

Display information about all

SmartTRUNK S and the control protocol

smarttrunk show trunks

used.
Display statistics on traffic distribution smarttrunk show distribution <smarttrunk list>|
statistics on SmartTRUNK. all-smarttrunks

Display information about the control

protocol on a SmartTRUNK.

smarttrunk show protocol-state
<smarttrunk list>| all-smarttrunks

Display information about the

SmartTRUNK connection (DEC Hunt
Group control protocol connections only).

smarttrunk show connections <smarttrunk list>|
all-smarttrunks
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Display the LACP port parameters for this | smarttrunk show lacp-control <smarttrunk list>|

SmartTRUNK. all-smarttrunks

Display the LACP statistics counters. smarttrunk show lacp-stats <smarttrunk list>|
all-smarttrunks

Display the link-aggregation groups and smarttrunk show lags <smarttrunk list>|

their members. all-smarttrunks

To clear statistics for SmartTRUNK ports, enter the following command in Enable mode:

Clear load distribution statisticsfor | smarttrunk clear load-distribution <smarttrunk list>|
SmartTRUNK ports. all-smarttrunks

Example Configurations

The following shows a network design based on SmartTRUNK . R1 isan XP operating as arouter,
while S1 and S2 are X Ps operating as switches.
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The following is the configuration for the Cisco 7500 router:

interface port-channel 1

ip address 10.1.1.1 255.255.255.0
ip route-cache distributed
interface fasteth 0/0

no ip address

channel-group 1

The following is the configuration for the Cisco Catalyst 5K switch:

set port channel 3/1-2 on

The following isthe SmartTRUNK configuration for the XP labeled ‘R1’ in the diagram:

smarttrunk create st.1 protocol no-protocol

smarttrunk create st.2 protocol huntgroup

smarttrunk create st.3 protocol huntgroup

smarttrunk add ports et.1(1-2) to st.1

smarttrunk add ports et.2(1-2) to st.2

smarttrunk add ports et.3(1-2) to st.3

interface create ip to-cisco address-netmask 10.1.1.2/24 port st.1
interface create ip to-sl address-netmask 11.1.1.2/24 port st.2
interface create ip to-s2 address-netmask 12.1.1.2/24 port st.3

The following is the SmartTRUNK configuration for the XP labeled * S1' in the diagram:

smarttrunk create st.2 protocol huntgroup
smarttrunk create st.4 protocol no-protocol
smarttrunk add ports et.1(1-2) to st.2
smarttrunk add ports et.2(1-2) to st.4

The following is the SmartTRUNK configuration for the XP labeled * S2' in the diagram:

smarttrunk create st.3 protocol huntgroup
smarttrunk create st.5 protocol no-protocol
smarttrunk add ports et.1(1-2) to st.3
smarttrunk add ports et.2(1-2) to st.5

Configuring the Link Aggregation Control Protocol
(LACP)
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When you configure Enterasys Networks SmartTRUNK to support the 802.3ad Link Aggregation
Control Protocol (LACP), the SmartTRUNK istreated as an aggregator. The aggregator presents a
standard |EEE 802.3 service interface and communicates with the MAC client. The aggregator
binds to one or more ports and is responsible for distributing frames from aMAC client to its
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attached ports, and for collecting received frames from the ports and passing them to the MAC
client transparently.

You can enable LACP on all 10/100 and Gigabit Ethernet ports on the XP. LACP ports exchange
LACP PDUswith their peers and from one or more Link Aggregation Groups (LAGs). After
joining aLAG, the port attaches to an appropriate aggregator or SmartTRUNK.

Note:  Ports on which you enable LACP are devoted solely to LACP.

Configuring SmartTRUNKsfor LACP

To configure a SmartTRUNK and specify the LACP protocol, perform the following tasks:

1. Enter thefollowing command in Configure mode to create a SmartTRUNK and specify the
LACP protocol.

Create a SmartTRUNK that will run LACP smarttrunk create <smarttrunk> protocol
lacp

2. Enter the following command in Configure mode to enable the LACP protocol on ports.

Enable LACP on 10/100 and Glgablt Ethernet smarttrunk |acp actor_par ameters port

Ports <port_list> enable [system-priority <num-

ber>] [port-key <number>] [port-priority
<number>] [activity active| passive]
[aggregation aggregatable| individual]
[timeout long| short]

In addition to turning on LACP, you can set the following parameters:;

— Theport-key is used to associate a port with an aggregator. With an associated port and
aggregator, the port key is the same as the aggregator actor key.

— Theactivity parameter allows you to specify how to transmit LACP PDUs. Active allows
the port to transmit LACP PDUs regardless of its partner’s control value. Passive allows
the port to transmit LACP PDUs only if the partner’s control value is active.

— Ifaportisabletojoinalink Aggregation Group (LAG), specify aggregatable. Otherwise,
specify individual.

— Thetimeout parameter controls the rate at which LACP PDUs transmit.
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3. Enter the following command in Configure mode to configure the aggregator’s properties.

Configure the aggregator’s smarttrunk lacp aggregator <smarttrunk>
properties. port-type 10-100-Ether net| Gigabit-Ether net
actor-key <number>| default-10-100| default-gig
partner-key <number>| default-10-100| default-gig
[partner-system-priority <number>]
[partner-system-id <number>]

The following parameters are required. For additional information about the LACP Set
command, see Enterasys X-Pedition Command Line Interface Reference Manual.

— Usethe aggregator parameter to identify the SmartTRUNK you will configure.

— Defining the port-type parameter specifies whether the ports associated with the
aggregator are 10/100 Ethernet ports or Gigabit Ethernet ports.

— Theactor-key parameter specifies the administrative key for the aggregator.

— Thepartner-key parameter specifies the administrative key of the aggregator’s partner
system.

L ACP Configuration Example

On R1 and R2 below, SmartTRUNK st.1 was configured with the LACP protocol specified. On R1,
st.1 isthe aggregator and ports gi.3.1 and gi.4.1 bind to it. On R2, st.1 isthe aggregator and ports
gi.l.1and gi.2.1bind toit.

RL R2
\ 0i.3.1 gi.l1
sl gi.4l gi2.1

[ st2

Table5. LACP configuration example

The configuration for R1 isasfollows:

Xp# smarttrunk create st.1 protocol lacp

smarttrunk lacp actor-parameters port gi.3.1 enable port-key 10

smarttrunk lacp actor-parameters port gi.4.1 enable port-key 10

smarttrunk lacp aggregator st.1 port-type Gigabit-Ethernet actor-key 10 partner-key 20
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The configuration for R2 is as follows:

Xp# smarttrunk create st.1 protocol lacp

smarttrunk lacp actor-parameters port gi.1.1 enable port-key 20

smarttrunk lacp actor-parameters port gi.2.1 enable port-key 20

smarttrunk lacp aggregator st.1 port-type Gigabit-Ethernet actor-key 20 partner-key 10
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Chapter 8

ATM Configuration
Guide

ATM Overview

This chapter provides an overview of the Asynchronous Transfer Mode (ATM) features available
for the Enterasys X-Pedition. ATM is a cell switching technology used to establish multiple
connections over a physical link, and configure each connection with its own traffic parameters.
This provides more control over specific connections within a network.

Note:  Thisrelease supports PV Csonly. To learn more about PV Cs, see Permanent Virtual
Circuits (PVCs) on page 426. Interfaces configured with PV Cs do not support LSNAT
and VRRP,

The ATM line card provides an ATM interface, allowing integration of ATM with Ethernet and
other interfaces within a network topology supported by the XP. This chapter discusses the
following tasks:

*  Creating aVirtua Channel (VC)

e Creating a Service Profile

« Applying a Service Profile

» Enabling Cell Scrambling

e Selecting the Cell Mapping Format

e Setting the Bit Allocation for the Virtual Path Identifier (VPI)

* Mapping a Peer AddresstoaVC

e Configuring Synchronous Optical Network (SONET) Parameters
» Displaying ATM Statistics
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Virtual Channels

A virtual channel is a point-to-point connection that exists within aphysical connection. You can
create multiple virtual channels within one physical connection, with each virtual channel having
itsown traffic profile. The name “virtual” impliesthat the connection islocated in silicon instead of
aphysical wire. Refer to Creating a Service Profile Definition on page 77 for information about
defining a set of traffic parameters for avirtual channel.

Creating a Virtual Channel

74

To create avirtual channel, enter the following command in Configure mode:

Creates avirtual channel. atm create vcl port <port list>

The following is a description of the parameters used to create a virtual channel:
port <port list> This parameter identifiesthe ATM port as well asthe virtual channel identifier
(VCI) and virtual path identifier (VPI). Specify this parameter in the format:
media.slot.port.vpi.vci
media Specifiesthe mediatype. Thisisat for ATM ports.

dot Specifies the ot number where the module is installed.

port  Specifiesthe port on where you want to create a virtual channel.

Vpi Specifies the Virtual Path Identifier. This number identifies a particular virtual
path.
Ve Specifies the Virtual Channel Identifier. This number identifies a particul ar

virtual channel.

The combination of VPI and VCI is known asthe VPI/VCI pair, and identifies the virtual channel.

Note: Do not specify VCI numbers 0 through 31. Some protocols use these VPI/V CI pairs for
signaling purposes.
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Virtual channel and I PX Routing

The following commands create an ATM virtual channel on an ATM port and associate the port
with an IPX interface. Thisalows IPX routing between two IPX interfaces. Aswith any IPX
interface, IPX routing using RIP (the default) will begin when you configure an IPX interface.

xp(config)# atm create vcl port at.3.1.1.100

port at.3.1.1.100

xp(config)# interface create ipx finance address 01234567 peer-address 01234567.00:00: 1d:a9:8c:al

xp(config)# interface create ipx marketing address 01234569 port et.1.1

Setting the Operation M ode for a Virtual Channel

You can set certain operational modes on aV C, such as enabling forced-bridging and enabling
traffic statistics. Enabling forced-bridging forces the VC to encapsulate all ingress/egress traffic
into a Layer-2 frame. As aresult, al traffic passing through the VC group is formatted as bridged
traffic. Thisfeature is advantageous when inter-operability between different vendor equipment isa

concern.

Enabling traffic statistics allows you to gather and display various statistics about the virtual
channel, including “RMON-like” statistics, counts of frames sent and received,
unicast/broadcast/multicast frames sent and received, etc.

To enable forced-bridging on aV C, enter the following command in Configure mode;

Enables forced-bridging on avirtual
channel.

atm set vcl port <port> forced-bridged

To enable gathering of traffic statistics on aVVC, enter the following command in Configure mode:

Enables gathering of traffic stats on avir-
tual channel.

atm set vl port <port> traffic-stats-enable

The following is a description of the parameters used with this command:

port <port> This parameter identifies the ATM port as well asthe virtual channel identifier
(VCI) and virtual path identifier (VPI). Specify this parameter in the format:

media.slot.port.vpi.vci

media Specifiesthe mediatype. Thisisat for ATM ports.

dot Specifies the ot number where the module is installed.

port  Specifiesthe port on where you want to create a virtual channel.
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vpi Specifies the Virtual Path Identifier. This number identifies a particular virtual
path.
VCi Specifies the Virtual Channel Identifier. This number identifies a particul ar

virtual channel.

forced-bridged Enables all traffic to be encapsulated as Layer-2 bridged traffic. This
parameter can be used for inter-operability between the X P and other
vendor products.

traffic-stats-enable  Enables gathering of traffic statistics on aVC. Refer to Displaying ATM
Port Information on page 83 for information about displaying V C traffic
statistics.
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Service Profile Definition

ATM provides the ability to specify various parameters for each virtual channel. These parameters
include traffic parameters which define the bandwidth characteristics and delay guarantees. You
can apply adifferent set of traffic parameters for each virtual channel. This provides network
administrators more control of their network resources and more optionsin connectionsto
accommodate different user needs.

If the bandwidth of a service category is exceeded, packets may be dropped—including routing
protocol packets. This may also cause routes to drop.

Creating a Service Profile Definition

To create a service profile definition, enter the following command in Configure mode:

Creates a service profile definition. atm define service <string> [srv-cat cbr|ubr| rt-vbr|
nrt-vbr] [per| per-kbits] [scr| scr-kbits] [mbs]
[encaps llc-mux| ve-mux] [oam on| off] [oam-f5-type
current-segment| end-to-end]

The following is a description of the parameters used to create a service profile definition:

service<string>  Specifies a name for the service profile definition. The maximum length is 32
characters.

srv-cat Defines the category for the service profile definition (UBR is the default):

ubr Unspecified Bit Rate. This service category is strictly best effort and runs at
the availabl e bandwidth. Users may limit the bandwidth by specifying aPCR
value. The SCR and MBS areignored. This service classis intended for
applications that do not require specific traffic guarantees. UBR isthe
default.

cbr Constant Bit Rate. This service category provides a guaranteed constant
bandwidth specified by the Peak Cell Rate (PCR). This service category
requires only the PCR value. The Sustainable Cell Rate (SCR) and
Maximum Burst Size (MBS) values are ignored. This service category is
intended for applications that require constant cell rate guarantees such as
uncompressed voice or video transmission.

nrt-vbr Non Real-Time Variable Bit Rate. This service category provides a
guaranteed constant bandwidth (specified by the SCR), but also provides for
peak bandwidth requirements (specified by the PCR). This service category
requires the PCR, SCR, and MBS options and is intended for applications
that can accommaodate bursty traffic with no need for real-time guarantees.
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pcr

pcr-kbits

SCr

scr-kbits

mbs

encaps

oam

oam-f5-type
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rt-vbr Real-Time Variable Bit Rate. This service category provides a guaranteed
constant bandwidth (specified by the SCR), but also provides for peak
bandwidth requirements (specified by the PCR). This service category
requires the PCR, SCR, and MBS options and is intended for applications
that can accommaodate bursty real-time traffic such as compressed voice or
video.

Specifies the Peak Cell Rate, which defines the maximum cell transmission rate. The
default is 353207 cells/sec. This parameter isvalid for CBR, rtVBR, nrtVBR, and
UBR service categories. This parameter is optional for UBR.

Specifies the Peak Cell Rate, which defines the maximum cell transmission rate,
expressed in kbits/sec. The default is 149759 kbits/sec (353207 cellg/sec). Thisisthe
same as PCR, but is expressed in kbits/sec, and therefore may be a more convenient
form. However, since the natural unit for ATM is cells/sec, there may be a difference
in the actual rate because the kbit/sec value may not be an integral number of cells.
This parameter isvalid for CBR, rtVBR, nrtVBR, and UBR service categories.

The Sustainable Cell Rate. This rate specifies the average cell rate, expressed in
cells/sec. The default is O cells/sec. This parameter isvalid only for rtVBR and
nrtVBR service categories.

The Sustainable Cell Rate in kbts/sec. This rate specifies the average cell rate,
expressed in kbits/sec. The default is 0 kbits/sec. Thisisthe same as SCR, but is
expressed in kbits/sec, and therefore may be amore convenient form. However, since
the natural unit for ATM is cells/sec, there may be a difference in the actual rate
because the kbit/sec value may not be an integral number of cells. This parameter is
valid only for rtVBR and nrtVBR service categories.

Specifies the Maximum Burst Size in cells. MBS specifies how many cells can be
transmitted at the Peak Cell Rate You may specify between 2 and 255 cells—the
default is O cells. This parameter isvalid only for rtVBR and nrtVBR service
categories.

The encapsulation scheme used to transport multi-protocol data over the AALS layer.
This schemewill be LLC-MUX (logical link control based multiplexing) or vc-mux
(virtual channel based multiplexing). The default schemeisLLC-MUX.

OAM (Operation, Administration, and Management) loopback cells are used to
provide loopback capabilities and confirm whether aVVC connection is up. F5 OAM
and end-to-end segments are supported, which provides loopback capabilitieson a
V C connection level. This parameter turns OAM ON or OFF onthe PVC. The
default is OFF. OAM OFF means that the X P respondsto F5 OAM requests, but will
not generate F5 OAM responses.

Designates whether the OAM loopback cells have meaning in the current segment
(the default) or end-to-end.
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Applying a Service Profile Definition

To apply a service profile definition to avirtual channel, virtual path, or an ATM port, enter the
following command in Configure mode:

Applies a service profile definition. atm apply service <string> port <port list>

The following is a description of the parameters used to apply a service profile definition:

service <string> Specifies the name of the service profile definition which you want to apply. The
maximum length is 32 characters.

port <port list> Specifiesthe port, in the format: nedi a. sl ot . port. vpi . vci
media Specifiesthe mediatype. Thisisat for ATM ports.
slot Specifies the ot number where the module is installed.
port  Specifiesthe port number.

vpi Specifies the Virtual Path Identifier. This parameter identifies the virtual path.
This parameter is optional.

vCi Specifies the Virtual Channel Identifier. This parameter identifies the virtual
channel. This parameter is optional.

An important concept when applying service profile definitions is the concept of inheritance. Since
aservice profile definition can be applied to avirtual channel, virtual path, or an ATM port, the
actual connection can inherit the service profile definition from any one of the three. The virtual
channel will inherit the service profile definition that is directly applied onit. If no service profile
was applied to the virtual channel, the connection will inherit the service profile applied to the
virtual path. If no service profile definition is applied to the virtual path, the connection will inherit
the service profile applied to the ATM port. If no service profileis applied to the port, the default
service class UBR is applied.

Cell Scrambling

Cell scrambling is useful for optimizing the transmission density of the data stream. Since all
transmissions use the same source clock for timing, scrambling the cell using a random number
generator converts the data stream to a more random sequence. This ensures optimal transmission
density of the data stream.

Enabling Cell Scrambling

This command allows you to enable cell scrambling for the PDH (plesiochronous digital hierarchy)
physical (PHY) interfaces available on the ATM line card, such asT1, T3, E1, and E3 PHY s.
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Note: Refer tothe SONET chapter in the Command Line Interface Manual for information
about cell scrambling on SONET PHY interfaces.

To enable cell scrambling on an ATM port, enter the following command in Configure mode:

Enables cell scrambling onan ATM | atm set port <port list> pdh-cell-scramble on| off
port.

The following is a description of the parameters used to enable cell scrambling:

port <port list> Specifiesthe port, in the format: media.slot.port. Specify all-portsto enable
cell scrambling on all ports.

media Specifiesthe mediatype. Thisisat for ATM ports.
slot Specifies the ot number where the module is installed.
port  Specifiesthe port number.

pdh-cell-scramble on|off
Specify on to enable cell scrambling. Specify off to disable cell scrambling.

Cell Mapping

The ATM cells are mapped into a PDH (E3, T3, E1) frame using two different mapping formats.
Thetwo mapping formats available are direct ATM cell mapping and physical layer convergence
protocol (PL CP) mapping.

Selecting the Cell Mapping Format

To select a cell mapping format on an ATM port, enter the following command in Configure mode:

Selects acell mapping format onan | atm set port <port list> cell-mapping direct| plcp
ATM port.

The following is a description of the parameters used to select the cell mapping format:

port <port list> Specifiesthe port, in the format: nedi a. sl ot . port. Specify all-portsto
select the cell mapping format for all ports.

media Specifiesthe mediatype. Thisisat for ATM ports.
slot Specifies the ot number where the module is installed.

port  Specifiesthe port number.
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cell-mapping direct|plcp
Specify direct to select direct ATM cell mapping. Specify plcp to select PLCP
mapping.

VPI Bit Allocation

The Virtual Path Identifier defines avirtual path, a grouping of virtual channels transmitting across
the same physical connection. The actual number of virtual paths and virtual channels available on
an ATM port depends upon how many bits are allocated for the VPI and VV ClI, respectively. By
default, thereis 1 bit allocated for VPI and 11 bits allocated for VCI. You can specify a different
allocation of bitsfor VPI and VCI for a port.

There are 12 bits available for each VPI/VCI pair per port. The number of bits alocated define the
amount of VPI and VCI values available. The following equations define the number of virtua
paths and virtual channels:

#of virtual paths = 2"; where nisthe number of bitsallocated for VPI and nisavaluefrom 1to 4

# of virtual channels = 2(12M; where (12-n) is the number of bits allocated for VCI
The bit allocation command allows you to set the number of bits allocated for VPI; the remaining

number of bits are allocated for VCI. Since there are only 12 bits available for each VPI/VCI pair
on an ATM port, the more bits you allocate for VPI, the fewer bits remain for VCI.

Setting the Bit Allocation for VPI

To set the bit allocation for VPI on an ATM port, enter the following command in Configure mode:

Sets the number of bitsallocated for | atm set port <port list> vpi-bits <num>
VPl on aport.

The following is a description of the parameter used to set the number of bits allocated for VPI on
an ATM port:

port <port list> This parameter identifiesthe ATM port. Specify this parameter in the format:
media.slot.port. Specify all-portsto set bit allocation on al ports.

media Specifiesthe mediatype. Thisisat for ATM ports.
dot Specifies the ot number where the module is installed.
port  Specifiesthe port number.

vpi-bits<num> This parameter sets the number of bits for VPI. Specify any number between 1
and 4. The default is 1.
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Peer Address Mapping

Peer addresses allow you to specify a certain destination address for aspecific virtual channel. This
allows you to set the destination address for a virtual channel using the atm set peer-addr
command. Thisway, avirtual channel can be dedicated to handle traffic between two specific
devices.

Note: Thedefault interfacetypeis*”broadcast.” If you connect an interfaceto arouter capable of
“point-to-point” only, you must specify the interface type as point-to-point within the
configuration. In this case, you must specify a peer address.

Mapped addresses are useful when you do not want to specify the peer address for the ATM port
using the inter face create command. Thiswould bethe case if the interface is created for aVLAN
and there are many peer addresses on the VLAN. If any of the peers onthe VLAN do not support
InArp or IPCP/IPXCP, then a mapped address must be configured to determine the destination
address.

Note: If avirtual channel isconfiguredin the"VC-Muxing" mode or if the interface typeis set
to "point-to-point,” you must specify a peer address as part of the interface create
command.

Mapping a Peer Addressto a Virtual Channel
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To map a peer address on an ATM port to a specific virtual channel, enter the following command
in Configure mode:

Maps a peer address to a specific virtual atm set peer-addr port <port> ip-address
channel. <ipaddr>|ipx-address <netaddr>.< macaddr>

The following is a description of the parameters used to map a peer addressto avirtual channel:

port <port> Specifiesasingle port, including virtual channel, in the format:
media.slot.port.vpi.vci.

media Isthe mediatype. Thisisawaysat for an ATM port.

slot The slot number where the module is installed.

port  The number of the port through which datais passing.

Vpi Virtua Path Identifier.

VCi Virtual Channel Identifier. The virtual channel to which you will map a peer
address. Thisallows you to define an interface (assigned to aVVLAN) with multiple
peer membership. In addition, it allows you to assign intercommunication between
specific peers on that VLAN. Thisfeatureis helpful when a peer does not support

inverse ARP or |PCP/IPXCP; in this case, you can configure any peer mapping to
that peer to define the peer destination address.
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Note: If the associated virtual channel isin the VC-muxing mode, use virtual peer mapping.

ip-address <ipaddr>
Specifies an | P address for the peer. Specify a unicast |P address and netmask
value in the following format: a.b.c.d/e. This IP address will be mapped to the

VC.

ipx-address <netaddr>.<macaddr>
Specifies an |PX address for the peer. Specify an IPX network and node
addressin the following format: alb2c3d4.aa:bb:cc:dd: ee:ff. If a<macaddr>
isnot specified, awildcard addressis used. ThisIPX addresswill be mapped to
theVC.

Displaying ATM Port Information

There areavariety of ATM statistics that can be accessed through the command line interface. The
atm show commands can only be used in Enable mode.

To display information about the VVPL configurations on an ATM port:

Displaysthe VPL configurationson | atm show vpl port <port list> | all-ports
an ATM port.

The following is an example of the information that is displayed with the command listed above:

xp(atm-show)# vpl port at.9.1

VPL Table Contents for Slot 9, Port 1:
Virtual Path Identifier: 1
Administrative Status: Up

Operational Status: Up

Last State Change: 1581

Service Definition: default-OC3
Service Class: UBR
Peak Bit Rate: Best Effort
Encapsulation Type:  LLC Multiplexing
F5-OAM: Responses Only
F5-OAM-Type: Current Segment

The following is a description of the display fields:
* Virtual Path Identifier Identifies aparticular VP,

o Administrative Status Shows whether the VP is aviable network element.
Up indicates a viable network element.
Down indicates a non-viable network e ement.
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* Operational Status Shows whether the VP is passing traffic.
Up indicates traffic.
Down indicates no traffic.

* Last State Change Shows the last time the VP went up or down. Timeisin seconds
relative to system bootup.
* Service Definition Shows the name of the defined service and its traffic parameters

To display information about the service definition on an ATM port:

Displaysthe service definitiononan | atm show service| all
ATM port.

The following is an example of the information that is displayed with the command listed above:

Xp# atm show service all

default-OC3
Service Class: UBR
Peak Bit Rate: Best Effort

Sustained Bit Rate: 0 Khits/sec (0 cps)
Maximum Burst Size: O cells
Encapsulation Type: LLC Multiplexing
F5-OAM: Responses Only
F5-OAM-Type: Current Segment

The following is a description of the display fields:

» Service Class Shows the type of service class.
UBR indicates Unspecified Bit Rate
CBR indicates Constant Bit Rate
RT-VBR indicates Rea -time Variable Bit Rate
NRT-VBR indicates Non Real-time Variable Bit Rate

Peak Bit Rate Shows the maximum bit transmission rate.

 Sustained Bit Rate Shows the average bit transmission rate (in Kilobits per second).
e Maximum Burst Size  Shows how many cells can be transmitted at the Peak Bit Rate.

» Encapsulation Type Showsthe encapsul ation schemeto transport multi protocol dataover the
AALS layer.

LLC-MUX indicateslogical link control encapsulation (default).
VC-MUX indicates V C-based multiplexing encapsulation.

F5-OAM Shows how OAM (Operation, Administration, and M anagement)
loopback cells provide loopback capabilities and confirm whether aVC
connection is up.
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Responses Only indicatesthat the port will respond but doesn’t generate
OAM cdlls.
Requests & Responsesindicatesthat the port will respond and generate
OAM cells.

To display information about the port settings on an ATM port:

Displays the port setting atm show port-settings <port list>| all-ports
configurations on an ATM port.

The following is an example of the information that is displayed with the command listed above
(for aPDH PHY interface):

xp(atm-show)# port-settings at.9.1
Port information for Slot 9, Port 1:

Port Type: T3 ATM coaxial cable
Xmt Clock Source: Local
Scramble Mode: Payload
Line Coding: B3zS
Cell Mapping: Direct
Framing Chit-Parity
VC Mode: 1 bit of VPI, 11 bits of VCI
Service Definition: default-OC3
Service Class: UBR
Peak Bit Rate: Best Effort

Sustained Bit Rate: 0 Khits/sec (0 cps)
Maximum Burst Size: 0 cells
Encapsulation Type: LLC Multiplexing

F5-OAM: Requests & Responses

F5-OAM-Type: Current Segment
* Port Type Shows the type of PHY interface for the port.
« Xmt Clock Source Shows the timing source for the port.

L ocal indicates the onboard clock oscillator as the timing source.
L oop indicates the receiver input as the timing source.

Scramble Mode Shows the scrambl e/descramble mode for the port.
None indicates no scrambling.
Payload indicates scrambling of the payload only.
Frame indicates scrambling of the stream only.
Both indicates scrambling of payload and stream.

Line Coding Shows the particular DS1/T1 and DS3/T3 coding convention.

Cell Mapping Shows the format used to map ATM cells.
Direct indicates direct cell mapping.
Plcp indicates physical layer convergence protocol mapping.

e Framing Shows the type of framing scheme.

chit-parity isused for T3 framing.
m23 is used for T3 framing.
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esf indicates extended super frame and isused for T1 framing.
0832 isused for E3 framing.
g751 isused for E3 framing.

* VC Mode Shows the bit allocation for vpi and vci.
* Service Definition Shows the name of the defined service on the port and its traffic
parameters.

The following is an example of the information that is displayed with the command listed above
(for aSONET PHY interface):

Xp (atm-show)# port-settings at.8.1
Port information for Slot 8, Port 1:
Port Type: SONET STS-3c MMF
Xmt Clock Source: Local
VC Mode: 1 bit of VPI, 11 bits of VCI
Service Definition: default-OC3
Service Class: UBR
Peak Bit Rate: Best Effort
Encapsulation Type: LLC Multiplexing
F5-OAM: Requests & Responses
F5-OAM-Type: Current Segment
* Port Type Shows the type of PHY interface for the port.
» Xmt Clock Source Shows the timing source for the port.

L ocal indicates the onboard clock oscillator as the timing source.
L oop indicates the receiver input as the timing source.

* VC Mode Shows the bit allocation for vpi and vci.

 Service Definition Shows the name of the defined service on the port and its traffic
parameters.

To display traffic statistics for avirtual channel:

Displaysthe traffic statisticsfor avirtual | atm show statsport <port list>
channel.
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ATM Sample Configuration 1

Consider the following network configuration:

VLANB

Subnet 11.1.2.0

11.1.2.1/24‘
LO ]
XP]_ et 11
11.1.100.1/24 11.1.2.1/24
y d
a1l a2l
21 XP2
[ O
‘11.1.1.1/24

VLANA

Subnet 11.1.1.0

The network shown consists of two XPs, VLAN A, and VLAN B. Both XPs have an ATM module
with two ATM ports. Also both XPs contain a 10/100 TX Ethernet module. XP1 is connected to
VLAN A through Ethernet port et.2.1, while XP2 is connected to VLAN B through Ethernet port
et.1.1.

This example shows how to configure this network so that we are able to passtraffic from VLAN B
to VLAN A. The following steps will lead you through the configuration process.

Configuring an Interface on each Ethernet Port

There are two separate VLANS in this network, VLAN A and VLAN B. VLAN A is connected to
Ethernet port et.2.1 on XP1, and VLAN B is connected to Ethernet port et.1.1 on XP2.
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Apply aninterface on both Ethernet ports. Creating an interface on an Ethernet port assigns a
network |P address and submask on that port.

The following command assigns an | P address of 11.1.1.1/24 on port et.2.1 on xp1:

xpl (config)# interface create ip subnetA address-netmask 11.1.1.1/24 port et.2.1

The following command assigns an | P address of 11.1.2.1/24 on port et.1.1 on xp2:

Xp2 (config)# interface create ip subnetB address-netmask 11.1.2.1/24 port et.1.1

Creating a Virtual Channel

Create aVC to connect ATM port at.1.1 on XP1to ATM port at.2.1 on XP2. Use the following
command to create a virtual channel on XP1 with vpi=0 and vci=100:

xpl(config)# atm create vcl port at.1.1.0.100

You must now configure a corresponding vpi/vci pair on ATM port at.2.1. Use the following
command to create a virtual channel on XP2 with vpi=0 and vci=100:

xp2(config)# atm create vcl port at.2.1.0.100

Note that you are using the same vpi and vci on both XPs. This establishes acommon V C from one
ATM port to another ATM port.

Defining an ATM Service Profile

88

After creating a VC connection from ATM port at.1.1 to at.2.1, the next step isto define an ATM
service profilefor this connection.

Thefollowing command lines defines a service profile named ‘ cbrim’ on both XP1 and XP2 where
CBR isthe service category and peak cell rate is set to 10000 kcells/second:

xpl(config)# atm define service cbrim srv-cat cbr per-kbits 10000

xp2(config)# atm define service cbrlm srv-cat cbr per-kbits 10000
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Applyingan ATM Service Profile

After defining a service profile on XP1 and XP2, apply them to the VC connection we created
earlier.

The following command line applies the service profile ‘ cbrlm’ to the VC (vpi=0, vci=100) on
ATM port at.1.1 of XP1:

xpl(config)# atm apply service cbrim port at.1.1.0.100

The following command line applies the service profile ‘ cbrim’ to the VC (vpi=0, vci=100) on
ATM port at.2.1 of XP2:

xp2(config)# atm apply service cbrim port at.2.1.0.100

Configuring an Interfaceon an ATM Port

The next step isto configure an interface for each ATM port. Creating an interface on an ATM port
assigns a network | P address and submask on that port, and assignsit to a specified VC (VPI/VCI
pair). Since aVCisaconnection inthe ATM Layer only, creating an interface for an ATM port is
necessary to establish a connection in the IP network layer.

You can assign a peer-address to an ATM port interface. This peer-address specifies the IP address
for the other end of the VC connection.

Note: Enterasys recommends that you use al phabetic characters when defining interface
names—purely numeric interfaceswill beinterpreted as | P addresses. The XP will display
interface names up to 32 charactersin length.

Set the IP interface name as ‘atm1’ and IP address as 11.1.100.1/24 on ATM port at.1.1.0.100. The
following command line configures the interface on X P1.

1(config)# interface create ip atm1 address-netmask 11.1.100.1/24 peer-address 11.1.100.2 port
at.1.1.0.100

Set the IP interface name as ‘atm2’ and IP address as 11.1.100.2/24 on ATM port at.2.1.0.100. The
following command line configures the interface on X P2:

xp2(config)# interface create ip atm2 address-netmask 11.1.100.2/24 peer-address 11.1.100.1 port
at.2.1.0.100

Configuring an | P Route

The next step isto add an I P route which will specify a gateway address to reach a certain subnet.
You aready configured IP interfaces for both Ethernet ports. VLAN B (connected to IP interface
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11.1.2.1/24) belongs to the subnet 11.1.2.0. Similarly, VLAN A (connected to IP interface
11.1.1.1/24) belongs to the subnet 11.1.1.0.

Creating an | P route alows the interfaces on the ATM ports to act as gateways to any subnet.
Traffic from VLAN A reaches the Ethernet port on XP1 and is automatically directed to the
gateway address (interface on the ATM port for XP2). Then the traffic travel s through the VC and
arrives at the Ethernet port connected to VLAN B.

Add the IP route for the subnet 11.1.2.0. The following command line configures the route on X P1:

xpl(config)# ip add route 11.1.2.0/24 gateway 11.1.100.2

Add the IP route for the subnet 11.1.1.0. The following command line configures the route on XP2:

xp2(config)# ip add route 11.1.1.0/24 gateway 11.1.100.1

Note that the gateways specified are actually the interface for the ATM port on the other end of the
VC connection.
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Consider the following network configuration:

Subnet A
10.1.1.X/24

Subnet B
20.1.1.X/24

| I—|
et2.4 et 2.3
10.1.1.130/24 20.1.1.130/24

SSR1

at 4.2

40.1.1.127/24
VPI =0, VCi =101
UBR, 20 Mbit

30.1.1.127/24
VPI =0, VCI =100
CBR, 100 Mbit

30.1.1.128/24
VPI = 0, VCI =100
CBR, 100 Mbit

40.1.1.128/24
VPI =0, VCi =101
UBR, 20 Mbit

at 3.1

SSR2

50.1.1.130/24

et5.1
1

=

Subnet C
50.1.1.X/24

Suppose you are a network administrator in charge of managing a network with two client groups:
Subnet A and Subnet B. These two client groups have very different bandwidth needs and
requirements for their respective users. Subnet A consists of users who need accessto ahigh
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bandwidth connection, able to support video conferencing. Subnet B consists of users who require
less stringent requirements and are mainly concerned with email and server backup type of traffic.

Asthe network administrator, you can accommodate both client groups using only one ATM
physical connection. Thisis accomplished by setting up two VCs on the ATM port, each with its
own service profile definitions.

This example shows how to configure this network. The following sections will lead you through
the configuration process.

Thiswill be done in two steps. The first step isto configure the network for traffic from Subnet A
and Subnet B to Subnet C. The second step isto configure the network for traffic from Subnet C to
Subnet A and Subnet B.

Note:  Notice that there are two routers in this configuration example: XP1 and XP2. The
command line interface prompt will indicate whether the command is being inputted in
XP1 (xpl#) or XP2 (xp2#).

Traffic from Subnet A and Subnet B to Subnet C

Sep 1: Configuring an Interface on Each Ethernet Port

The following command assigns an | P address of 10.1.1.130/24 on port et.2.4:

xpl(config)# interface create ip subnetA address-netmask 10.1.1.130/24 port et.2.4

The following command assigns an | P address of 20.1.1.130/24 on port €t.2.3:

xpl(config)# interface create ip subnetB address-netmask 20.1.1.130/24 port €t.2.3

The following command assigns an | P address of 50.1.1.130/24 on port €t.5.1:

xp2(config)# interface create ip subnetC address-netmask 50.1.1.130/24 port €t.5.1

Sep 2: Creating a Virtual Channel

The following command creates a virtual channel on port at.4.2 with VPI=0 and V CI=100:

xpl(config)# atm create vcl port at.4.2.0.100

The following command creates a virtual channel on port at.4.2 with VPI=0 and VCI=101:

xpl(config)# atm create vcl port at.4.2.0.101
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The following command creates a virtual channel on port at.3.1 with VPI=0 and V CI=100:

xp2(config)# atm create vcl port at.3.1.0.100

The following command creates a virtual channel on port at.3.1 with VPI=0 and VCI=101:

xp2(config)# atm create vcl port at.3.1.0.101

Sep 3: Configuring an Interface on Each ATM Port

The following command assigns an | P address of 40.1.1.127/24 on port at.4.2.0.101:

xpl(config)# interface create ip ubrservice address-netmask 40.1.1.127/24 peer-address 40.1.1.128 port
at.4.2.0.101

The following command assigns an | P address of 30.1.1.127/24 on port at.4.2.0.100:

xpl(config)# interface create ip cbrservice address-netmask 30.1.1.127/24 peer-address 30.1.1.128 port
at.4.2.0.100

The following command assigns an | P address of 40.1.1.128/24 on port at.3.1.0.101:

xp2(config)# interface create ip ubrservice address-netmask 40.1.1.128/24 peer-address 40.1.1.127 port
at.3.1.0.101

The following command assigns an | P address of 30.1.1.128/24 on port at.3.1.0.100:

xp2(config)# interface create ip cbrservice address-netmask 30.1.1.128/24 peer-address 30.1.1.127 port
at.3.1.0.100

Sep 4: Definingan ATM Service Profile

The following commands define a service profile called ‘ubrservice’ with PCR of 20 Mbits:

xpl(config)# atm define service ubrservice srv-cat ubr per-kbits 20000

xp2(config)# atm define service ubrservice srv-cat ubr pcr-kbits 20000

The following commands define a service profile called ‘ chrservice’ with PCR of 100 Mbits:

xpl(config)# atm define service cbrservice srv-cat cbr per-kbits 100000
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xp2(config)# atm define service chrservice srv-cat cbr per-kbits 100000

Sep 5: Applying an ATM Service Profile

The following command applies the ‘ ubrservice’ service profile on at.4.2.0.101:

xpl(config)# atm apply service ubrservice port at.4.2.0.101

The following command applies the ‘ cbrservice' service profile on at.4.2.0.100:

xpl(config)# atm apply service ubrservice port at.4.2.0.100

The following command applies the ‘ ubrservice’ service profile on at.3.1.0.101:

xp2(config)# atm apply service chrservice port at.3.1.0.101

The following command applies the ‘ chrservice' service profile on at.3.1.0.100:

xp2(config)# atm apply service chrservice port at.3.1.0.100

Sep 6: Createan IP ACL

The following command creates an IP ACL policy for port et.2.4:

xpl(config)# acl subnetAtoCacl permit 10.1.1.0/24 any any any

The following command creates an IP ACL policy for port et.2.3:

xpl(config)# acl subnetBtoCacl permit 20.1.1.0/24 any any any

Sep 7: Specify a Gateway for an IP Policy

The following command specifies 40.1.1.128/24 as the gateway for the IP ACL ‘subnetAacl’:

xpl(config)# ip-policy subnetAtoCpolicy permit acl subnetAtoCacl next-hop-list 40.1.1.128/24 action
policy-first

The following command specifies 30.1.1.128/24 as the gateway for the I[P ACL ‘subnetBacl’:

xpl(config)# ip-policy subnetBtoCpolicy permit acl subnetBtoCacl next-hop-list 30.1.1.128/24 action
policy-first
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Sep 8: Apply thel P Palicy to the Ethernet Ports

The following command applies the IP policy ‘ subnetApolicy’ to port et.2.4:

xpl(config)# ip-policy subnetAtoCpolicy apply interface subnetA

The following command applies the IP policy ‘subnetBpolicy’ to port €t.2.3:

xpl(config)# ip-policy subnetBtoCpolicy apply interface subnetB

Traffic from Subnet C to Subnet A and Subnet B

Sep 9: Createan IP ACL

The following command creates an IP ACL policy for port et.5.1 to subnet A:

xp2(config)# acl subnetCtoAacl permit 50.1.1.0/24 10.1.1.0/24 any any

The following command creates an IP ACL policy for port et.5.1 to subnet B:

xp2(config)# acl subnetCtoBacl permit 50.1.1.0/24 20.1.1.0/24 any any

Sep 10: Specify a Gateway for an IP Policy

The following command specifies 40.1.1.127/24 as the gateway for the IP ACL *subnetCtoAacl’:

xp2(config)# ip-policy subnetCtoApolicy permit acl subnetCtoAacl next-hop-list 40.1.1.127/24 action
policy-first

The following command specifies 30.1.1.127/24 as the gateway for the IP ACL ‘subnetCtoBacl’:

xp2(config)# ip-policy subnetCtoBpolicy permit acl subnetCtoBacl next-hop-list 30.1.1.127/24 action
policy-first

Sep 11: Apply the I P Policy to the Ethernet Port

The following command applies the IP policy ‘ subnetCtoApolicy’ to port et.5.1:

xp2(config)# ip-policy subnetCtoApolicy apply interface subnetC
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The following command applies the IP policy ‘ subnetCtoBpolicy’ to port et.5.1:

xp2(config)# ip-policy subnetCtoBpolicy apply interface subnetC

All traffic between SubnetA and Subnet C will now travel over the 20 mbit VCL. Traffic between
Subnet B and Subnet C will travel over the 100 mbit VCL.

ATM Sample Configuration 3

Consider the following network configuration:

Router

(et5.1

at.4.3

() et.6.2

Suppose you are a network administrator in charge of managing a network with two client groups,
VLAN A and VLAN B. These two client groups have very different needs and requirements for
their users. VLAN A consists of users who need access to a high bandwidth connection able to
support video conferencing. VLAN B consists of users who require less bandwidth and are mainly
concerned with email and server backup traffic.

This network configuration is similar to the previous ATM Configuration, ATM Sample
Configuration 2 on page 91. However, the use of bridging and VLANs will provide the solution to
your networking requirements.

You as the network administrator can accommodate their different requirements using only one
ATM port. The following steps will lead you through the configuration process.

Configure an Interface on an Ethernet Port

96

There are two separate VLANSs in this network, VLAN A and VLAN B. VLAN A is connected to
ethernet port et.5.1, and VLAN B is connected to ethernet port €t.6.2.
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Apply an interface on both ethernet ports. Creating an interface on an ethernet port assigns a
network |P address and submask on that port.

The following command assigns an | P address of 11.1.1.1/24 on port €t.5.1:

xp(config)# interface create ip subnetA address-netmask 11.1.1.1/24 port et.5.1

The following command assigns an | P address of 11.1.2.1/24 on port €t.6.2:

xp(config)# interface create ip subnetB address-netmask 11.1.2.1/24 port €t.6.2

Createa Virtual Channd

The following command line creates a virtual channel with VPI=0 and V CI=100:

xp(config)# atm create vcl port at.4.3.0.100

The following command line creates another virtual channel with VPI=0 and VCI=101:

xp(config)# atm create vcl port at.4.3.0.101

Createa VLAN
The ATM OC-3c line card supports only IP-based VLANS.

The following command line creates an |P-based VLAN A with ID number 1:

xp(config)# vlian create VLAN_Aipid 1

The following command line creates an IP-based VLAN B with ID number 2;

xp(config)# vlian create VLAN_Bipid 2

Associate a Virtual Channel toa VLAN

The following command line associates VLAN A (et.5.1) to the virtual channel with VPI=0 and
VCI=100 (at.4.3.0.100):

xp(config)# vlan add ports et.5.1,at.4.3.0.100 to VLAN_A
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The following command line associates VLAN B (et.6.2) to the virtual channel with VPI=0 and
VCI=101 (at.4.3.0.101):

xp(config)# vlan add ports et.6.2,at.4.3.0.101 to VLAN_B

Definean ATM Service Class

The following command lines defines a service class named ‘vlanA’ where CBR is the service
category and peak cell rateis set to 100000 kcells/second to ensure proper support for video
conferencing:

xp(config)# atm define service vlanA srv-cat cbr per-kbits 1700000

The following command lines defines a service class named ‘vlanB’ where UBR isthe service
category:

xp(config)# atm define service vlianB srv-cat ubr

Apply an ATM Service Class

The following command lines applies service class ‘vlanA’ on ATM port at.4.3.0.100:

Xp(config)# atm apply service vlanA port at.4.3.0.100

The following command lines applies service class ‘vlanB’ on ATM port at.4.3.0.101:

Xp(config)# atm apply service vianB port at.4.3.0.101

Configure an Interfaceon an ATM Port

The following command line sets an interface name ‘vlianA’ and IP address 11.1.100.1/24 on ATM
port at.4.3.0.100:

xp(config)# interface create ip vlanA address-netmask 11.1.100.1/24 port at.4.3.0.100

Note:  Enterasys recommends that you use al phabetic characters when defining interface
names—purely numeric interfaces will be interpreted as | P addresses. The XP will display
interface names up to 32 charactersin length.
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The following command line sets an interface name ‘vlanB’ and |P address 11.1.100.2/24 on ATM
port at.4.3.0.101:

xp(config)# interface create ip vlanB address-netmask 11.1.100.2/24 port at.4.3.0.101

Note:  Enterasys recommends that you use a phabetic characters when defining interface
names—purely numeric interfaces will be interpreted as | P addresses. The XP will display
interface names up to 32 charactersin length.

ATM Sample Configuration 4

Consider the following scenario:

Video Client 3
154.15.0.5/24
0,101
120.131.0.2/24
Video Client 2
ATM Cloud
a.2.1

134.141.0.1/24
Router to Video Client 1
video server

114.111.1.1/24

Suppose you wish to set up a connection between a video server and 3 video clients. The video
server will route data through the X P to the 3 separate video clients (Video Client 1, Video Client 2,
and Video Client 3). The requirement isto pass traffic to the video clients through 3 separate virtual
channels. Thiswill allow you to apply a unique service profile to each Client’s connection.
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To try and keep things simple, you prefer to connect all 3 virtual channelsto a single interface on
the XP, instead of creating a separate interfaces for each VC.

You as the network administrator can accommodate these requirements by using Enterasys’ ability

to configure multiple VCs on asingle interface. The following steps will lead you through the
configuration process on the XP side of the ATM cloud.

Createthe Virtual Channes

The following command line creates a virtual channel with VPI=0 and VCI=101, connected to
Video Client 1:

xp(config)# atm create vcl port at.2.1.0.101

The following command line creates a virtual channel with VPI=0 and VCI=102, connected to
Video Client 2:

xp(config)# atm create vcl port at.2.1.0.102

The following command line creates a virtual channel with VPI=0 and V CI=103, connected to
Video Client 3:

xp(config)# atm create vcl port at.2.1.0.103

CreateaVLAN

The following command line createsa VLAN called ‘video' with ID number 20 and which
supports al protocoals:

xp(config)# vlan create video ipid 20

Associate a Virtual Channel toaVLAN

The following command line associates VLAN ‘video’ to the virtual channel with VPI=0 and
VCI=101:

xp(config)# vlan add ports at.2.1.0.101 to video

The following command line associates VLAN ‘video’ to the virtual channel with VPI=0 and
VCl=102:

xp(config)# vlan add ports at.2.1.0.102 to video
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The following command line associates VLAN ‘video’ to the virtual channel with VPI=0 and
VCI=103:

xp(config)# vlan add ports at.2.1.0.103 to video

Configure an Interfaceon an ATM Port

The following command line sets the interface name for the VLAN as ‘atm-video’ and the IP
address as 120.131.0.2/24:

xp(config)# interface create ip atm-video address-netmask 120.131.0.2/24 vlan video

Note:  Enterasys recommends that you use al phabetic characters when defining interface
names—purely numeric interfaces will be interpreted as | P addresses. The XP will display
interface names up to 32 charactersin length.

Assign a Peer Addressto each Virtual Channel
(for VC-mux encapsulation traffic)

This step applies only when you are transmitting V C-mux encapsulation traffic. In this specific
case, you must configure a peer address to each virtual channel if you wish to associate a particular
destination address to the VC. This will allow the router to route traffic to a specific client without
multicasting to every virtual channel. You can dedicate aV C to handle traffic to a specific client.

The following command line associates destination address 114.111.1.1/24 (Video Client 1) to the
virtual channel with VPI=0 and VCI=101:

xp(config)# atm set peer-addr port at.2.1.0.101 ip-address 114.111.1.1/24

The following command line associates destination address 134.141.0.1/24 (Video Client 2) to the
virtual channel with VPI=0 and VCI=102:

xp(config)# atm set peer-addr port at.2.1.0.102 ip-address 134.141.0.1/24

The following command line associates destination address 154.15.0.5/24 (Video Client 3) to the
virtual channel with VPI=0 and VCI=101:

xp(config)# atm set peer-addr port at.2.1.0.103 ip-address 154.15.0.5/24
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Chapter 9

Packet-over-SONET
Configuration Guide

Overview

This chapter explains how to configure and monitor packet-over-SONET (PoS) on the XP. See the
sonet commands section of the Enterasys X-Pedition Command Line I nterface Reference Manual
for a description of each command.

PoS requiresinstallation of the OC-3c or OC-12c PoS line cardsin an X P-8000 or an XP-8600. The
OC-3c line card has four PoS ports, while the OC-12c line card has two PoS ports. You must use
the“so.” prefix for PoS interface ports. For example, you would specify a PoS port located at router
slot 13, port 1 as“s0.13.1.” By default, PoS ports are set for point-to-point protocol (PPP)
encapsulation. You cannot change this encapsulation type for PoS ports.

Note:  While PoS ports use PPP encapsulation, other PPP characteristics such as service profiles,
encryption, compression, and MLP bundles are not supported for PoS ports.

By default, PoS ports are configured to receive a maximum transmission unit (MTU) size of 1500
octets. The actual MTU size used for transmissions over a PoS link is aresult of PPP negotiation.
For transmission of “jumbo frames” (MTUs up to 65535 octets), you can increase the MTU size of
the PoS port. The MTU must be set at the port level.

Configuring IP Interfacesfor PoS Links

Configuring IP interfaces for PoS linksis generally the same as for WANs and for LANS. You
assign an IP address to each interface and define routing mechanisms such as OSPF or RIP as with
any |P network. You can configure the I P interface on the physical port or you can configure the
interface as part of aVLAN for PoS links. You can aso configure multiple IP addresses for each
interface, as described in Configuring IP Interfaces and Parameters on page 122.
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When creating the I P interface for a PoS link, you can either specify the peer addressif it isknown
(static address), or alow the peer address to be automatically discovered via | PCP negotiation
(dynamic address). If the peer addressis specified, any address supplied by the peer during IPCP
negotiation isignored.

IPinterfaces for PoS links can have primary and secondary |P addresses. The primary addresses
may be either dynamic or static, but the secondary address must be static. Thisis because only the
primary addresses of both the local and peer devices are exchanged during |P Control Protocol
(IPCP) negotiation.

Source filtering and ACL s can be applied to an IP interface for a PoS link. Unlike WAN ports, the
applied filter or ACL presents no limitation. Different filters can be configured on different PoS

ports.

Configuring Packet-over-SONET Links

104

To configure a packet-over-SONET link:

1. Onthe XP, assign an interface to the PoS port to which you will connect viafiber cablein a
point-to-point link. Assign an | P address and netmask to the interface. If possible, determine
the peer address of the interface at the other end of the point-to-point link. In the following
example, the port s0.13.1 on the XP will be associated with the interface posl1:

Router A Router B

s0.13.1| Pos1l pos21
20.11.11.20/24 20.11.11.21/24

2. Create apoint-to-point interface with the inter face create command, specifying the P address
and netmask for the interface on the X P and the peer address of the other end of the
connection:

interface create ip posll address-netmask 20.11.11.20/24 peer-address 20.11.11.21 port s0.13.1

When you create the point-to-point i nterface as shown above, the XP createsan implicit VLAN
caled“SYS L3 <interface-name>.” In the above example, the X P creates the VLAN
‘SYS L3 posll.

Note: The XPwill display VLAN and interface names up to 32 characters in length.
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3. If youwant to increase the MTU size on a port, specify the parameter mtu with the ‘port set’
command and define a value up to 65535 (octets). See Configuring Jumbo Frames on
page 124 for more information.

4. Specify the bit error rate thresholds, if necessary. See Specifying Bit Error Rate Thresholds on
page 107 for more information.

5. Modify any other PoS operating parameters, as needed. The following table lists the operating
parameters that you can modify and the configuration commands that you use.

Table 6: PoS Optional Operating Parameters

Parameter Default Value Configuration Command
Framing SONET sonet set <port> framing sdh|sonet
L oopback Disabled sonet set <port> loopback
Path tracing (none) sonet set <port> pathtrace
Circuit identifier (none) sonet set <port> circuit-id
Frame Check Sequence 32-hit sonet set <port> fcs-16-bit
Scrambling Enabled sonet set <port> no-scramble

Configuring Automatic Protection Switching

Automatic protection switching (APS) provides a mechanism to support redundant transmission
circuits between SONET devices. The XP supports the following APS features:

« Linear network topology. Ring topologies are not supported.

» 1+1 switching. Each working lineis protected by one protecting line and the same signal is
transmitted on both the working and protecting lines. The two transmission copiesthat arrive at
the receiving end are compared, and the best copy is used. If thereisaline failure or line
degradation, the end node switches the connection over to the protecting line.

Note:  In APS terminology, bridge means to transmit identical traffic on both the working and
protecting lines, while switch means to select traffic from either the protecting line or the
working line.

«  Unidirectional switching, where one set of lineterminating equipment (LTE) can switch theline
independent of the other LTE. Bidirectional switching (where both sets of LTES perform a
coordinated switch) is not supported.

* Revertive switching. You can enable automatic switchover from the protecting line to the
working line after the working line becomes available.

If the working circuit is disrupted or the bit error rates on the working circuit exceed the configured
thresholds, traffic is automatically switched over to the protecting circuit. Any physical or logical
characteristics configured for the working port are applied to the protecting port. Thisincludes the
I P address and netmask configured for the interface, spanning tree protocol (STP), per-VLAN
spanning tree (PV ST), etc.
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Configuring Working and Protecting Ports

APS on the XP requires configuration of aworking port and a corresponding protecting port. You
can configure any number of PoS ports. The limit is the number of PoS ports on the XP. Any port
on any module can be configured for APS. If one module should go down, the remaining ports on
other modules will remain operational .

Note:  Theworking and protecting ports must reside on the same XP. You cannot configure APS
operation for working and protecting ports on two different XPs.

Note:  PPP does not renegotiate when you hotswap a POS card (with APS enabled) or if either
end of a connection goes down. To renegotiate PPP, the system must reboot at both ends.

The working port must:

» Beassociated with a point-to-point 1P interface that is configured with an | P address and
netmask. See Configuring Packet-over-SONET Links on page 104 for the details on configuring
theinterface.

The protecting port must:

« Beinthedefault VLAN. This means that the protecting port must not be configured for an
interface.

* Not haveany explicitly configured parameters. The protecting port inheritsthe configuration of
the working port.

To configure aworking and a protecting PoS port, enter the following command in Configure
mode:

Configure working and protecting PoS ports. sonet set <working-port> protection 1+1
protected-by <protecting-port>

To manage the working and protecting PoS interfaces, enter the following commands in Configure
mode:

Prevent aworking interface from switching sonet set <port> protection-switch lockoutprot
to a protecting port. This command can only
be applied to a port configured as a
protecting port.

Force aswitch to the specified port. This sonet set <port> protection-switch forced
command can be applied to either the
working or protecting port.

Manually switch the line to the specified sonet set <port> protection-switch manual
port. This command can be applied to either
the working or protecting port.
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Note:  You can only specify one option, lockoutprot, forced or manual, for a port. Also, an
option can be applied to either the working port or the protecting port, but not both
working and protecting ports at the same time.

To return the circuit to the working interface after the working interface becomes available, enter
the following commands in Configure mode:

Enable automatic switchover from the
protecting interface to the working interface
after the working interface becomes
available. Thiscommand can only be applied

to a protecting port.

sonet set <port> reverting revertivelnonrevertive

Sets the number of minutes after the working | sonet set <port> WTR-timer <minutes>

interface becomes available that automatic
switchover from the protecting interface to
the working interface takes place. The

default value is 5 minutes.

Specifying Bit Error Rate Thresholds

If the bit error rate (BER) on the working line exceeds one of the configured thresholds, the
receiver automatically switches over to the protecting line.

BER is calculated with the following:

BER = errored bits received/total bits received

The default BER thresholds are:

e Signal degrade BER threshold of 106 (1 out of 1,000,000 bits transmitted isin error). Signal
degrade is associated with a“ soft” failure. Signal degrade is determined when the BER exceeds

the configured rate.

+  Signal failure BER threshold of 1073 (1 out of 1,000 bits transmitted isin error). Signal failure
isassociated with a“hard” failure. Signal fail is determined when any of the following
conditions are detected: loss of signal (LOS), loss of frame (LOF), line alarm indication bridge
and selector signal (AIS-L), or the BER threshold exceeds the configured rate.

To specify different BER thresholds, enter the following commands in Enable mode:

Specify signal degrade BER
threshold.

sonet set <port> sd-ber <number>

Specify signal failure BER
threshold.

sonet set <port> sf-ber <number>
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Monitoring PoS Ports

To display PoS port configuration information, enter one of the following commandsin Enable
mode:

Show framing status, line type, and circuit ID of | sonet show medium <port list>

the optical link.

Show working or protecting line, direction, and | sonet show aps<port list>
switch status.

Show received path trace. sonet show pathtrace <port list>
Show loopback status. sonet show loopback <port list>

The following table describes additional monitoring commands for 1P interfaces for PoS links,
designed to be used in Enable mode:

Display bridge NCP statistics for ppp show stats port <port name> bridge-ncp
specified PoS port.

Display IP NCP statistics for specified | ppp show stats port <port name> ip-ncp
PoS port.

Display link-status statistics for ppp show stats port <port name> link-status
specified PoS port.

Display summary information for ppp show stats port <port name> summary
specified PoS port.
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Example Configurations

This section shows exampl e configurations for PoS links.

APS PoS Links Between XPs

The following example shows APS PoS links between two XPs, router A and router B.

Router Router

A pos21 pos1l B

@ 20.11.11.21/24 (working) 20.11.11.20/24:@'

s0.7.2 (protecting) _so.lS.%

Note:  PPP does not renegotiate when you hotswap a POS card (with APS enabled) or if either
end of a connection goes down. To renegotiate PPP, the system must reboot at both ends.

The following is the configuration for router A:

interface create ip pos21 address-netmask 20.11.11.21/24 peer-address 20.11.11.20 type point-to-point port so.7.1
sonet set s0.7.1 protection 1+1 protected-by s0.7.2

The following is the configuration for router B:

interface create ip posll address-netmask 20.11.11.20/24 peer-address 20.11.11.21 type point-to-point port s0.13.1
sonet set s0.13.1 protection 1+1 protected-by s0.13.2
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PoS Link Between the XP and a Cisco Router

The following example shows a PoS link between an XP, router A, and a Cisco 12000 series

Gigabit Switch Router, router B. The MTU on both routersis configured for same size of 9216
octets.

Router Router

so-1

5061 J0.1.11/16 [ POsS1/0

The following is the configuration for router A:

port set s0.6.1 mtu 9216
interface create ip so-1 address-netmask 40.1.1.1/16 port s0.6.1

The following is the configuration for router B:

interface POS1/0

mtu 9216

ip address 40.1.1.2 255.255.0.0
no ip directed-broadcast
encapsulation ppp

crc 32

pos scramble-atm

posflag c2 22

Bridging and Routing Traffic Over a PoS Link

The following example shows how to configureaVLAN ‘v1’ that includes the PoS ports on two
connected XPs, router A and router B. Bridged or routed traffic is transmitted over the PoS link.

Router i1 i1 Router
int int
A 1.1.1.1/8 1.1.1.2/8 B

2.1.1.1/8 peer 2.1.1.2 2.1.1.2/8 peer 2.1.1.1
so.7.1 P P _so.6.1
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The following is the configuration for router A:

port set s0.7.1 mtu 65535

stp enable port s0.7.1

vlan create v1 port-based id 10

vlan add ports so.7.1to vl

interface createip intl address-netmask 1.1.1.1/8 vian v1

interface add ip int1 address-netmask 2.1.1.1/8 peer-address 2.1.1.2

The following is the configuration for router B:

port set s0.6.1 mtu 65535

stp enable port s0.6.1

vlan create v1 port-based id 10

vlan add ports s0.6.1 to v1

interface create ip intl address-netmask 1.1.1.2/8 vian v1

interface add ip int1 address-netmask 2.1.1.2/8 peer-address 2.1.1.1
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Chapter 10

DHCP
Configuration Guide

DHCP Overview

The Dynamic Host Configuration Protocol (DHCP) server on the XP provides dynamic address
assignment and configuration to DHCP capable end-user systems, such as Windows 95/98/NT and
Apple Macintosh systems. You can configure the server to provide adynamic |P address from a
pre-allocated pool of IP addresses or a static | P address. You can also configure parameters for use
by the clients, such as default gateway and network masks, and system-specific parameters, such as
NetBIOS Name Server and NetBIOS node type of the client.

The amount of time that a particular IP addressisvalid for asystem is called alease. The XP
maintains a lease database which contains information about each assigned | P address, the MAC
addressto which it is assigned, the lease expiration, and whether the address assignment is dynamic
or static. The DHCP lease database is stored in flash memory and can be backed up on aremote
TFTP or RCP server. You can configure the intervals at which updates to the lease database (and
backup) are done. Upon system reboot, the |ease database will be loaded either from flash memory
or from the TFTP or RCP server.

Note:  Because the Command Line Interface does not validate the RCP and TFTP remote host
addresses and passwords during DHCP configuration, you must ensure that you specify
them correctly.

Note: The XP DHCP server is not designed to work asthe primary DHCP server in an enterprise
environment with hundreds or thousands of clients that are constantly seeking |P address
assignment or reassignment. A standalone DHCP server with a redundant backup server
may be more suitable for this enterprise environment.

Enterasys X-Pedition User Reference Manual 13



Configuring DHCP

Configuring DHCP

By default, the DHCP server isnot enabled on the XP. You can selectively enable DHCP service on
particular interfaces and not others. To enable DHCP service on an interface, you must first define
a DHCP scope. A scope consists of a pool of |P addresses and a set of parameters for aDHCP
client. The parameters are used by the client to configure its network environment, for example, the
default gateway and DNS domain name.

To configure DHCP on the XP, you must configure an | P address pool, client parameters, and
optional static |P addressfor a specified scope. Where several subnets are accessed through asingle
port, you can a so define multiple scopes on the same interface and group the scopes together into a
super scope.

Note:  Although thereisno imposed limit to the number of scopesyou may define, the number of
addresses allowed per scope depends on the amount of memory available. For example,
systems with 128 mb of memory installed may include up to 253 addresses per scope—
systems with more than 128 mb of memory may include up to 65,536 addresses per scope.

Configuring an 1P Address Pool

To define a pool of |P addresses that the DHCP server can assign to a client, enter the following
command in Configure mode:

Define pool of IP addressesto beused | dhcp <scope> define pool <ip-range>
by clients.

Configuring Client Parameters

14

You can configure the client parameters shown in the table below.

Table 7. Client Parameters

Parameter Value

address-mask Address/netmask of the scope’'s subnet (This parameter is required
and must be defined before any other client parameters are
specified.)

broadcast Broadcast address

bootfile Client boot file name

dns-domain DNS domain name

dns-server IP address of DNS server

gateway IP address of default gateway

Enterasys X-Pedition User Reference Manual



Configuring DHCP

Table 7. Client Parameters

Parameter Value
lease-time Amount of time the assigned IP address is valid for the system
netbios-name-ser ver IP address of NetBIOS Name Server (WINS server)
netbios-node-type NetBIOS node type of the client
netbios-scope NetBIOS scope of the client

Note: The DHCP server does not currently specify BootP server addresses to requesting clients.

To define the parameters that the DHCP server gives the clients, enter the following command in
Configure mode:

Define client parameters. dhcp <scope> define parameters <parameter> <value>...

Configuring a Satic IP Address

To define a static IP address that the DHCP server can assign to a client with a specific MAC
address, enter the following command in Configure mode:

Define static IP address for aparticular | dhcp <scope> define static-ip <ipaddr> mac-address
MAC address. <macaddr> [<parameter> <value>...]

Grouping Scopes with a Common Interface

You can apply several scopes to the same physical interface. For example, scopes can define
address pools on different subnets that all are accessed through the same XP port. In this case,
scopes that use the same interface must be grouped together into a “ superscope.”

To attach a scope to a superscope, enter the following command in Configure mode:

Attach a scope to a superscope. dhcp <scope> attach super scope <name>

Note:  Although thereisno imposed limit to the number of scopesyou may define, the number of
addresses allowed per scope depends on the amount of memory available. For example,
systems with 128 mb of memory installed may include up to 253 addresses per scope—
systems with more than 128 mb of memory may include up to 65,536 addresses per scope.

Note: The DHCP server does not process packets that arrive on PPP MLP interfaces.
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Configuring DHCP Server Parameters

You can configure several “global” parameters that affect the behavior of the DHCP server itself.
To configure global DHCP server parameters, enter the following commands in Configure mode:

Specify aremote location to back up dhcp global set lease-database <url>
the lease database.

Specify the intervals at which the lease | dhcp global set commit-interval <hours>
database is updated.

Updating the L ease Database

After each client transaction, the DHCP server does not immediately update the information in the
lease database. Lease update information is stored in flash memory and flushed to the database at
certain intervals. You can use the dhcp global set commit-interval command to specify this
interval; the default is one hour.

To force the DHCP server to immediately update its |ease database, enter the following command
in Enable mode:

Force the server to update its |lease dhcep flush
database.

Monitoring the DHCP Server

To display information from the lease database:

Show |ease database information. dhcp show binding [activelexpired|static]

To display the number of alocated bindings for the DHCP server and the maximum number
allowed:

Show the number of allocated bindings | dhcp show num-clients
for the DHCP server.

DHCP Configuration Examples

The following configuration describes DHCP configuration for a simple network with just one
interface on which DHCP serviceis enabled to provide both dynamic and static |P addresses.
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1. Createan|PVLAN caled ‘client_vlan'.

vlan create client_vlan ip

2. Add all Fast Ethernet portsin the XPtothe VLAN ‘client_vlan'.

vlan add port et.*.* to client_vlan

3. CreateanIPinterface called ‘clients’ with the address 10.1.1.1 for the VLAN ‘client_vlan’.

interface createip clients address-netmask 10.1.1.1./16 vlan client_vlan

4. Define DHCP network parameters for the scope ‘ scopel’.

dhcp scopel define parameters address-netmask 10.1.0.0/16 gateway 10.1.1.1 lease-time 24 dns-
domain acme.com dns-server 10.2.45.67 nethios-name-server 10.1.55.60

5. Definean IP address pool for addresses 10.1.1.10 through 10.1.1.20.

dhcp scopel define pool 10.1.1.10-10.1.1.20

6. Define another |P address pool for addresses 10.1.1.40 through 10.1.1.50.

dhcp scopel define pool 10.1.1.40-10.1.1.50

7. Defineastatic |P addressfor 10.1.7.5.

dhcp scopel define static-ip 10.1.7.5 mac-address 08:00: 20: 11: 22: 33

8. Define another static IP addressfor 10.1.7.7. and give it aspecific gateway address of 10.1.1.2.

dhcp scopel define static-ip 10.1.7.7 mac-address 08:00: 20: aa:bb:cc:dd gateway 10.1.1.2

9. Specify aremote lease database on the TFTP server 10.1.89.88.

dhcp global set lease-database tftp://10.1.89.88/lease.db

10. Specify a database update interval of every 15 minutes.

dhcp global set commit-interval 15
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Configuring Secondary Subnets

118

In some network environments, multiple logical subnets can be imposed on a single physical
segment. These logical subnets are sometimes referred to as “ secondary subnets’ or “secondary
networks.” For these environments, the DHCP server may need to give out addresses on different
subnets. The DNS server, DNS domain, and WINS server may be the same for clients on different
secondary subnets, however, the default gateway will most likely be different since it must be a
router on the client’s local subnet.

The following example shows a simple configuration to support secondary subnets 10.1.x.x and
10.2.X.X.

1. Definethe network parameters for ‘scopel’ with the default gateway 10.1.1.1.

dhcp scopel define parameter s address-netmask 10.1.0.0/16 gateway 10.1.1.1 dns-domain
acme.com dns-server 10.1.44.55

2. Definethe address pool for ‘scopel’.

dhcp scopel define pool 10.1.1.10-10.1.1.20

3. Definethe network parameters for ‘ scope2’ with the default gateway 10.2.1.1.

dhcp scope2 define parameter s address-netmask 10.2.0.0/16 gateway 10.2.1.1 dns-domain
acme.com dns-server 10.1.77.88

4. Definethe address pool for ‘scope2’.

dhcp scope2 define pool 10.2.1.40-10.2.1.50

5. Create asuperscope ‘superl’ that includes ‘ scopel’.

dhcp scopel attach super scope super1

6. Include ‘scope?’ in the superscope ‘superl’.

dhcp scope2 attach super scope super1

Since there are multiple pools of |P addresses, the pool associated with ‘scopel’ isused first since
‘scopel’ isapplied to the interface before ‘ scope?’. Clients that are given an address from ‘ scopel’
will also be given parameters from ‘scopel,” which includes the default gateway 10.1.1.1 that
resides on the 10.1.x.x subnet. When all the addressesfor ‘ scopel’ are assigned, the server will start
giving out addresses from ‘scope2’ which will include the default gateway parameter 10.2.1.1 on
subnet 10.2.X.X.
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Secondary Subnets and Directly-Connected Clients

A directly-connected client is a system that resides on the same physical network as the DHCP
server and does not have to go through arouter or relay agent to communicate with the server. If
you configure the DHCP server on the XP to service directly-connected clients on a secondary
subnet, you must configure the secondary subnet using the interface add ip command. The
interface add ip command configures a secondary address for an interface that was previously
created with the interface create ip command.

The following example shows a simple configuration to support directly-connected clients on a
secondary subnet.

1. Createaninterface ‘clients’ with the primary address 10.1.1.1.

interface createip clientsaddress-mask 10.1.1.1/16 port et.1.1

2. Assign asecondary address 10.2.1.1 to the interface ‘clients'.

interface add ip clients address-mask 10.2.1.1/16

3. Definethe network parameters for ‘scopel’ with the default gateway 10.1.1.1.

dhcp scopel define parameters address-netmask 10.1.0.0/16 gateway 10.1.1.1 dns-domain
acme.com dns-server 10.1.44.55

4. Definethe address pool for ‘scopel’.

dhcp scopel define pool 10.1.1.10-10.1.1.20

5. Definethe network parameters for ‘ scope2’ with the default gateway 10.2.1.1.

dhcp scope2 define parameter s address-netmask 10.2.0.0/16 gateway 10.2.1.1 dns-domain
acme.com dns-server 10.1.77.88

6. Definethe address pool for ‘scope?’.

dhcp scope2 define pool 10.2.1.40-10.2.1.50

7. Create asuperscope ‘superl’ that includes ‘ scopel’.

dhcp scopel attach super scope super1l

8. Include ‘scope?’ in the superscope ‘superl’.

dhcp scope? attach super scope super1
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For clients on the secondary subnet, the default gateway is 10.2.1.1, which is also the secondary
address for the interface ‘clients'.

Interacting with Relay Agents

120

For clients that are not directly connected to the DHCP server, arelay agent (typically arouter) is
needed to communicate between the client and the server. The relay agent is usually only needed
during the initial leasing of an I P address. Once the client obtains an |P address and can connect to
the network, the renewal of the leaseis performed between the client and server without the help of
therelay agent.

The default gateway for the client must be capable of reaching the XP's DHCP server. The XP must
also be capabl e of reaching the client’s network. The route must be configured (with static routes,
for example) or learned (with RIP or OSPF, for example) so that the DHCP server can reach the
client.

The following example shows a simple configuration to support clients across arelay agent.

1. Createaninterface ‘clients’ with the primary address 10.1.1.1.

interface createip clientsaddress-mask 10.1.1.1/16 port €t.3.3

2. Define astatic route to the 10.5.x.x. subnet using the gateway 10.1.7.10 which tells the DHCP
server how to send packets to the client on the 10.5.x.x subnet.

ip add route 10.5.0.0/16 gateway 10.1.7.10

3. Definethe network parameters for ‘scopel’ with the default gateway 10.5.1.1 (the relay agent
for the client).

dhcp scopel define parameter s address-netmask 10.5.0.0/16 gateway 10.5.1.1 dns-domain
acme.com

4. Define the address pool for ‘scopel’.

dhcp scopel define pool 10.5.1.10-10.5.1.20
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Chapter 11

| P Routing
Configuration Guide

The XP supports standards-based TCP, UDP, and IP. This chapter describes how to configure IP
interfaces and general non-protocol-specific routing parameters.

| P Routing Protocols

The XP supports standards-based unicast and multicast routing. Unicast routing protocol support
includes Interior Gateway Protocols and Exterior Gateway Protocols. Multicast routing protocols
are used to determine how multicast dataistransferred in a routed environment.

Unicast Routing Protocols

Interior Gateway Protocols are used for routing networks that are within an “autonomous system,”
anetwork of relatively limited size. All IP interior gateway protocols must be specified with alist
of associated networks before routing activities can begin. A routing process listensto updates from
other routers on these networks and broadcasts its own routing information on those same
networks. The XP supports the following Interior Gateway Protocols:

* Routing Information Protocol (RIP) Version 1, 2 (RFC 1058, 1723). Configuring RIP for the XP
is described in Chapter 13.

e Open Shortest Path First (OSPF) Version 2 (RFC 1583). Configuring OSPF for the XPis
described in Chapter 14.

Exterior Gateway Protocols are used to transfer information between different “ autonomous
systems’. The XP supports the following Exterior Gateway Protocol:

» Border Gateway Protocol (BGP) Version 3, 4 (RFC 1267, 1771). Configuring BGP for the XP
is described in Chapter 15.
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Multicast Routing Protocols

IP multicasting allows a host to send traffic to a subset of all hosts. These hosts subscribe to group
membership, thus notifying the XP of participation in a multicast transmission.

Multicast routing protocols are used to determine which routers have directly attached hosts, as
specified by IGMP, that have membership to a multicast session. Once host memberships are
determined, routers use multicast routing protocols, such as DVMRP, to forward multicast traffic
between routers.

The XP supports the following multicast routing protocols:
» Distance Vector Multicast Routing Protocol (DVMRP) RFC 1075
» Internet Group Management Protocol (IGMP) as described in RFC 2236

The XP aso supports the latest DVMRP Version 3.0 draft specification, which includes mtrace,
Generation ID and Pruning/Grafting. Configuring multicast routing for the XP is described in
Chapter 17.

Configuring I P Interfaces and Parameters

You can configure an IP interface to asingle port or to aVVLAN. This section provides an overview
of configuring IP interfaces.

Interfaces on the XP are logical interfaces. Therefore, you can associate an interface with asingle
port or with multiple ports:

» Toassociate an interface with a single port, use the port option with the
interface create command.

» To associate an interface with multiple ports, first create an IP VLAN and add portsto it, then
use the vlan option with the inter face create command.

Theinterface createip command creates and configures an | P interface. Configuration of an IP
interface can include information such as the interface’s name, |P address, netmask, broadcast
address, and so on. You can also create an interface in a disabled (down) state instead of the default
enabled (up) state.

Note:  You must use either the port option or the vlan option with the interface create
command. The XP will display VLAN and interface names up to 32 charactersin length.
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Configuring IP Interfacesto Ports

You can configure an IP interface directly to a physical port. Each port can be assigned multiple IP
addresses representing multiple subnets connected to the physical port. For example, to assign an
IPinterface ‘RED’ to physical port et.3.4, enter the following:

xp(config)# interface create ip RED address-netmask 10.50.0.0/255.255.0.0 port €t.3.4

To configure a secondary address of 10.23.4.36 with a 24-bit netmask (255.255.255.0) on the IP
interface int4:

xp(config)# interface add ip int4 address-mask 10.23.4.36/24

Configuring IP Interfacesfor aVLAN

You can configure one IP interface per VLAN. Once an I P interface has been assigned to a VLAN,
you can add a secondary |P address to the VLAN. To create aVLAN called IP3, add ports et.3.1
through et.3.4 to the VLAN, then create an IP interface on the VLAN:

xp(config)# vlan create IP3ip
xp(config)# vlan add portset.3.1-4to 1P3

xp(config)# interface createip int3 address-mask 10.20.3.42/24 vlan | P3

To configure a secondary address of 10.23.4.36 with a 24-bit netmask (255.255.255.0) on the IP
interface int4:

xp(config)# interface add ip int3 address-mask 10.23.4.36/24 vlan | P3

Note: If you configure a SmartTRUNK to carry traffic for an IPVLAN and traffic for the
Layer-2 default VLAN, you must configure the SmartTRUNK as an 802.1Q trunk. With
the trunk configured, disable and re-enable the SmartTRUNK.

Specifying Ethernet Encapsulation Method
The Enterasys X-Pedition supports two encapsulation types for IP. Use the interface createip

command to configure one of the following encapsulation types on a per-interface basis:

e Ethernet II: The standard ARPA Ethernet Version 2.0 encapsul ation, which uses a 16-bit
protocol type code (the default encapsulation method).

e 802.3 SNAP: SNAP |IEEE 802.3 encapsulation, in which the type code becomes the frame
length for the IEEE 802.2 L L C encapsulation (destination and source Service Access Points,
and a control byte).
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Configuring Jumbo Frames

Certain XP line cards support jumbo frames (frames larger than the standard Ethernet frame size of
1518 bytes).

To transmit frames of up to 65535 octets, you increase the maximum transmission unit (MTU) size
from the default of 1500. You must set the MTU at the port level with the port set mtu command.
You can also set the MTU at the IP interface level; if you set the MTU at the IP interface level, the
MTU size must be less than the size configured for each port in the interface. Note that the interface
MTU only determines the size of the packets that are forwarded in software.

In the following example, the ports gi.3.1 through gi.3.8 are configured with an MTU size of 65535
octets. Ports gi.3.1 through gi.3.4 are configured to be part of theinterface ‘int3,” withan MTU size
of 65000 octets.

xp(config)# port set gi.3.1-8 mtu 65535
xp(config)# vlan create JUMBO1 ip

xp(config)# vlan add portsgi.3.1-4 to JUMBO1

xp(config)# interface create ip int3 mtu 50000 address-mask 10.20.3.42/24 vlan JUMBO1

If you do not set the MTU at the interface level, the actual MTU of theinterfaceis the lowest MTU
configured for a port in the interface. In the following example, port gi.3.1 is configured with an
MTU size of 50022 octets while ports gi.3.2-8 are configured with an MTU size of 65535 octets.
Theinterface MTU will be 50000 octets (50022 octets minus 22 octets of link layer overhead).

xp(config)# port set gi.3.1 mtu 50022
xp(config)# port set gi.3.2-8 mtu 65535
xp(config)# vlan create JUMBO1 ip
xp(config)# vlan add portsgi.3.1-4 to JUMBO1

xp(config)# interface createip int3 addressmask 10.20.3.42/24 vian JUMBO1
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Configuring Address Resolution Protocol (ARP)

The XP alows you to configure Address Resolution Protocol (ARP) table entries and parameters.
ARPisusedto associate | P addresses with media or MAC addresses. Taking an |P address asinput,
ARP determines the associated MAC address. Once amediaor MAC addressis determined, the |P
address/media address association is stored in an ARP cache for rapid retrieval. Then the IP
datagram is encapsulated in alink-layer frame and sent over the network.

Configuring ARP Cache Entries

To create an ARP entry for the P address 10.8.1.2 at port €t.4.7 for 15 seconds:

Xp# arp add 10.8.1.2 mac-addr 08:00:20:a2:f3:49 exit-port et.4.7 keep-time 15

To create a permanent ARP entry for the host nfs2 at port et.3.1:

xp(config)# ar p add nfs2 mac-addr 080020:13a09f exit-port €t.3.1

To remove the ARP entry for the host 10.8.1.2 from the ARP table:.

xXp# arp clear 10.8.1.2

To clear the entire ARP table.

xp# arp clear all

If the Startup configuration file contains ar p add commands, the Control Module re-adds the ARP
entries even if you have cleared them using the arp clear command. To permanently remove an
ARP entry, use the negate command or no command to remove the entry.

Unresolved MAC Addressesfor ARP Entries

When the XP receives a packet for a host whose MAC address it has not resolved, the XP tries to
resolve the next-hop MAC address by sending ARP requests. Five requests are sent initially for
each host, one every second.

You can configure the XP to drop packets for hosts whose MAC addresses the XP has been unable
to resolve. To enable dropping of packets for hosts with unresolved MAC addresses:

Xp# arp set drop-unresolved enabled

When you enable packets to be dropped for hosts with unresolved MAC addresses, the XP will still
attempt to periodically resolve these MAC addresses. By default, the XP sends ARP requests at 30-
second intervals to try to resolve up to 50 dropped entries.
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To change the interval for sending ARP requests for unresolved entries to 45 seconds:

Xp# arp set unresolve-timer 45

To change the number of unresolved entries that the X P attempts to resolve to 75:

Xp# arp set unresolve-threshold 75

Local Proxy ARP

Local Proxy ARP isused to help hosts with no knowledge of routing to reach other subnets. When
you enable proxy arp, the XP will process each ARP request it receives and check to ensure that the
requested address is within the subnet making the request. If the address request is not from the
subnet that received the request, the XP will respond to the ARP request with its own MAC
address, regardless of whether or not it isthe owner of the IP address being requested—otherwise,
normal forwarding will occur. This alows completely isolated hosts to act asif they existin a
single, flat network. By default, proxy arp is enabled on dl IP interfaces.

Note: Enablethisfeature only after carefully considering itsimplications on network design. For
more information on the implications of this feature, please see ip enable |ocal-proxy-arp
interface in the Enterasys X-Pedition Command Line Interface Reference Manual.

The following command enables local proxy ARP on a specific interface:

xp(config)#ip enable local-proxy-arp interface 10.136.64.5

Configuring Rever se Address Resolution Protocol (RARP)

126

Reverse Address Resol ution Protocol (RARP) works exactly the opposite of ARP. TakingaMAC

address as input, RARP determines the associated |P address. RARP is useful for X-terminals and
diskless workstations that may not have an | P address when they boot. They can submit their MAC
addressto a RARP server on the XP, which returns an | P address.

Configuring RARP on the XP consists of two steps:
1. Letting the XP know which IP interfaces to respond to
2. Defining the mappings of MAC addresses to |P addresses
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Specifying | P Interfacesfor RARP

Therarpd set interface command allows you to specify which interfaces the XP's RARP server
responds to when sent RARP requests. You can specify individual interfaces or all interfaces. To
cause the XP's RARP server to respond to RARP requests from interface int1:

xp(config)# rarpd set interfaceintl

Defining MAC-to-I P Address Mappings

Therarpd add command allows you to map aMAC address to an | P address for use with RARP.
When a host makes a RARP request on the XP, and its MAC address has been mapped to an IP
address with the rarp add command, the RARP server on the XP responds with the IP address that
corresponds to the host’'s MAC address. To map MAC address 00:C0:4F:65:18:E0 to | P address
10.10.10.10:

xp(config)# rarpd add har dware-address 00: CO:4F:65:18:EQ ip-address 10.10.10.10

Thereisno limit to the number of address mappings you can configure.

Optionally, you can create alist of mappings with atext editor and then use TFTP to upload the text
fileto the XP. The format of the text file must be as follows:

MAC-addressl | P-addressl
MA C-address2 | P-address2

MA C-addressn | P-addressn

Then place the text file on a TFTP server that the XP can access and enter the following command
in Enable mode:

Xp# copy tftp-server to ethers
TFTP server? <IPaddr-of-TFTP-server>
Source filename? <filename>

Monitoring RARP

You can use the following commands to abtain information about the XP's RARP configuration:

Display the interfaces to which the rarpd show interface

RARP server responds.

Display the existing MAC-to-1P rarpd show mappings

address mappings

Display RARP statistics. statistics show rarp <InterfaceName> all
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Note: The XPwill display VLAN and interface names up to 32 characters in length.

Configuring DNS Parameters

The XP can be configured to specify DNS servers, which supply name services for DNS requests.
You can specify up to three DNS servers.

To configure three DNS servers and configure the XP's DNS domain name to “mrb.com”:

xp(config)# system set dns server “10.1.2.310.2.10.12 10.3.4.5" domain mrb.com

Configuring IP Services (ICMP)

The XP provides ICMP message capabilities including ping and traceroute. The ping command
allows you to determine the reachability of a certain IP host, while the tracer oute command allows
you to trace the IP gateways to an IP host.

Configuring IP Helper

128

Theip helper-address command allows the user to forward specific UDP broadcast from one
interface to another. Typically, broadcast packets from one interface are not forwarded (routed) to
another interface. However, some applications use UDP broadcast to detect the availability of a
service. Other services, for example BOOTP/DHCP require broadcast packets to be routed so that
they can provide services to clients on another subnet. An IP helper can be configured on each
interface to have UDP broadcast packets forwarded to a specific host for a specific service or
forwarded to all other interfaces.

You can configure the X P to forward UDP broadcast packets received on a given interface to all
other interfaces or to a specified | P address. You can specify a UDP port number for which UDP
broadcast packets with that destination port number will be forwarded. By default, if no UDP port
number is specified, the XP will forward UDP broadcast packets for the following six services:

«  BOOTP/DHCP (port 67 and 68)

*  DNS(port 37)

*  NetBIOS Name Server (port 137)

* NetBIOS Datagram Server (port 138)
* TACACS Server (port 49)

e Time Service (port 37)
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To forward UDP broadcast packets received on interfaceintl to the host 10.1.4.5 for the six default
UDP services:

xp(config)# ip helper-addressinterfaceintl 10.1.4.5

To forward UDP broadcast packets received on interface int2 to the host 10.2.48.8 for packets with
the destination port 111 (port mapper):

xp(config)# ip helper-addressinterfaceint2 10.2.48.8 111

To forward UDP broadcast packets received on interface int3 to all other interfaces:

xp(config)# ip helper-addressinterface int3 all-interfaces

Configuring Direct Broadcast

Directed broadcast packets are network or subnet broadcast packets which are sent to arouter to be
forwarded as broadcast packets. They can be misused to create Denial Of Service attacks. The XP
protects against this possibility by not forwarding directed broadcasts, by default. To enable the
forwarding of directed broadcasts, use the ip enable directed-broadcast command.

You can configure the XP to forward all directed broadcast traffic from the local subnet to a
specified |P address or all associated |P addresses. Thisis a more efficient method than defining
only one local interface and remote | P address destination at atime with the ip-helper command
when you are forwarding traffic from more than one interface in the local subnet to a remote
destination | P address.

To enable directed broadcast forwarding on the “int4” network interface:

xp(config)# ip enable directed-broadcast interface int4

Configuring Denial of Service (DOS)

By default, the XPinstalls flowsin the hardware so that packets sent as directed broadcasts are
dropped in hardware, if directed broadcast is not enabled on the interface where the packet is
received. You can disable thisfeature, causing directed broadcast packetsto be processed on the XP
even if directed broadcast is not enabled on the interface receiving the packet.

Similarly, the XP installs flows to drop packets destined for the X P for which serviceis not

provided by the XP. This prevents packets for unknown services from slowing the CPU. You can
disable this behavior, causing these packets to be processed by the CPU.
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To cause directed broadcast packets to be processed on the XP, even if directed broadcast is not
enabled on the interface receiving the packet:

xp(config)# ip dos disable directed-br oadcast-protection

To allow packets destined for the XP, but do not have a service defined for them on the XP, to be
processed by the XP's CPU:

xp(config)# ip dos disable port-attack-protection

Monitoring | P Parameters

130

The XP provides display of IP statistics and configurations contained in the routing table.
Information displayed provides routing and performance information.

Theip show commands display |P information, such as routing tables, TCP/UDP connections, and
I P interface configuration, on the XP. The following example displays all established connections
and services of the XP.

Xp# ip show connections
Active Internet connections (including servers)
Proto Recv-Q Send-Q Local Address Foreign Address (state)

tcp 0 0 *:gated-gii *ox LISTEN
tcp 0 O *:http *ox LISTEN
tcp 0 O *:itelnet *ox LISTEN
udp 0 0 127.0.0.1:1025 127.0.0.1:162

udp 0 0 *:snmp *ox

udp 0 0 *:snmp-trap

udp 0 O *:bootp-relay *ox

udp 0 O *:route *ox

udp 0 0=** *ox
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The following example displays the contents of the routing table. It shows that some of the route
entries are for locally connected interfaces (“ directly connected”), while some of the other routes
arelearned from RIP.

Xp# ip show routes

Destination Gateway Owner  Netif
10.1.0.0/16 50.1.1.2 RIP  to-linux2
10.2.0.0/16 50.1.1.2 RIP  to-linux2
10.3.0.0/16 50.1.1.2 RIP  to-linux2
10.4.0.0/16 50.1.1.2 RIP  to-linux2
14321 61.1.4.32 Static  int61
21.0.0.0/8 50.1.1.2 RIP  tolinux2
30.1.0.0/16 directly connected - to-goya
50.1.0.0/16 directly connected - to-linux2
61.1.0.0/16 directly connected - int61
62.1.0.0/16 50.1.1.2 RIP  to-linux2
68.1.0.0/16 directly connected - int68
69.1.0.0/16 50.1.1.2 RIP  to-linux2
127.0.0.0/8 127.0.0.1 Static o
127.0.0.1 127.0.0.1 - lo
210.11.99.0/24 directly connected - int41

To display additional IP information, enter the following command in Enable mode;

Show ARP table entries. arp show all
Show I P interface configuration. interface show ip
Show DNS parameters. system show dns

Configuring Router Discovery

The router discovery server on the XP periodically sends out router adverti sements to announce the
existence of the XP to other hosts. The router advertisements are multicast or broadcast to each
interface on the XP onwhich it is enabled and contain alist of the addresses on the interface and the
preference of each address for use as adefault route for the interface. A host can also send arouter
solicitation, to which the router discovery server on the XP will respond with a unicast router
advertisement.

On systems that support |P multicasting, router advertisements are sent to the ‘all-hosts’ multicast
address 224.0.0.1 by default. You can specify that broadcast be used, even if IP multicasting is
available. When router advertisements are sent to the all-hosts multicast address or an interface is
configured for the limited broadcast address 255.255.255.255, the router advertisement includes all
I P addresses configured on the physical interface. When router advertisements are sent to anet or
subnet broadcast, then only the address associated with the net or subnet is included.
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To start router discovery on the XP, enter the following command in Configure mode:

xp(config)# rdisc start

Therdisc start command lets you start router discovery on the XP. When router discovery is
started, the X P multicasts or broadcasts periodic router advertisements on each configured
interface. The router advertisements contain alist of addresses on a given interface and the
preference of each address for use as the default route on the interface. By default, router discovery
isdisabled.

Therdisc add address command lets you define addresses to beincluded in router advertisements.
If you configure this command, only the specified hostname(s) or | P address(es) are included in the
router advertisements. For example:

xp(config)# rdisc add address 10.10.5.254

By default, all addresses on the interface are included in router advertisements sent by the XP. The
rdisc add interface command lets you enable router advertisement on an interface. For example:

xp(config)# rdisc add interface xp4

If you want to have only specific addresses included in router advertisements, use the rdisc add
address command to specify those addresses.

Therdisc set address command lets you specify the type of router advertisement in which the
addressisincluded and the preference of the address for use as a default route. For example, to
specify that an address be included only in broadcast router advertisements and that the addressis
ineligible to be a default route:

xp#(config) rdisc set address 10.20.36.0 type broadcast preferenceineligible

Therdisc set interface command lets you specify the interval s between the sending of router
advertisements and the lifetime of addresses sent in a router advertisement. To specify the
maximum time between the sending of router advertisements on an interface:

xp#(config) rdisc set interface xp4 max-adv-interval 1200
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To display router discovery information:

Xp# rdisc show all

Task State: <Foreground NoResolv NoDetach> @

Send buffer size 2048 at 812C68F8
Recv buffer size 2048 at 812C60D0

Timers:
RouterDiscoveryServer Priority 30

RouterDiscoveryServer_XP2_XP3_|P <OneShot>
last: 10:17:21 next: 10:25:05 @

Task RouterDiscoveryServer:
Interfaces:
Interface XP2_XP3_IP. @
Group 224.0.0.1: @
minadvint 7:30 maxadvint 10:00 lifetime 30:00 @

Address 10.10.5.254: Preference: 0 @

Interface policy:
Interface XP2_XP3_IP* MaxAdvint 10:00 @

L egend:
1. Information about the RDISC task.

2. Showswhen the last router advertisement was sent and when the next advertisement will be
sent.

3. Theinterface on which router advertisement is enabled.
4., Multicast address.

5. Current values for the intervals between the sending of router advertisements and the lifetime
of addresses sent in arouter advertisement.

6. |Paddressthat isincluded in router advertisement. The preference of this address as a default
route is 0, the default value.

7. Shows configured values for the specified interface.
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Configuration Examples

Assigning | P/IPX Interfaces

To enable routing on the XP, you must assign an IP or IPX interfaceto aVLAN. To assignan IP or
IPX interface named ‘RED’ to the ‘BLUE’ VLAN, enter the following command:

xp(config)# interface createip RED address-netmask 10.50.0.1/255.255.0.0 vlan BLUE

You can also assign an |P or IPX interface directly to a physical port.

Note: The XP supports amaximum of 64 IPX interfaces. Enterasys recommends that you use
alphabetic characters when defining interface names—purely numeric interfaces will be

interpreted as | P addresses. The XP will display interface names up to 32 charactersin
length.
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Chapter 12

VRRP
Configuration Guide

VRRP Overview

This chapter explains how to set up and monitor the Virtual Router Redundancy Protocol (VRRP)
on the XP. VRRP is defined in RFC 2338.

End host systems on a LAN are often configured to send packets to a statically configured default
router. If this default router becomes unavailable, all the hoststhat useit as their first hop router
become isolated on the network. VRRP provides a way to ensure the availability of an end host’s
default router.

Thisis done by assigning I P addresses that end hosts use as their default route to a“virtual router.”
A Master router is assigned to forward traffic designated for the virtual router. If the Master router
should become unavailable, a backup router takes over and begins forwarding traffic for the virtual
router. Aslong as one of the routersin aVVRRP configuration is up, the | P addresses assigned to the
virtual router are always available, and the end hosts can send packets to these | P addresses without
interruption.

Note: In someinstances, a heavy load on a VRRP master may delay VRRP packet transmission
and cause the backup router to assume the role of master.

Configuring VRRP

This section presents three sample VRRP configurations:
e A basic VRRP configuration with one virtual router
* A symmetrical VRRP configuration with two virtual routers

e A multi-backup VRRP configuration with three virtual routers
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Basic VRRP Configuration

Figure 7 shows a basic VRRP configuration with a single virtual router. Routers R1 and R2 are
both configured with one virtual router (VRID=1). Router R1 serves as the Master and Router R2
serves as the Backup. The four end hosts are configured to use 10.0.0.1/16 as the default route. 1P
address 10.0.0.1/16 is associated with virtual router VRID=1.

M aster Backup
R1 R2
[
Interface Addr. = 10.0.0.1/16 | VRID=1 | Interface Addr. = 10.0.0.2/16
VRID=1; Addr. = 10.0.0.1/16 ] VRID=1; Addr. = 10.0.0.1/16
10.0.0.1/16
H1 H2 H3 H4

Default Route = 10.0.0.1/16

Figure 7. Basic VRRP Configuration

If Router R1 should become unavailable, Router R2 would take over virtua router VRID=1 and its
associated | P addresses. Packets sent to 10.0.0.1/16 would go to Router R2. When Router R1
comes up again, it would take over as Master, and Router R2 would revert to Backup.

Note: In someinstances, a heavy load on a VRRP master may delay VRRP packet transmission
and cause the backup router to assume the role of master.

Configuration of Router R1

The following is the configuration file for Router R1 in Figure 7.

1: interface create ip test address-netmask 10.0.0.1/16 port et.1.1
2: ip-redundancy create vrrp 1 interface test

3: ip-redundancy associate vrrp 1 interface test address 10.0.0.1/16
4: ip-redundancy start vrrp 1 interface test

Line 1 adds IP address 10.0.0.1/16 to interface test, making Router R1 the owner of this|P address.
Line 2 creates virtual router VRID=1 on interface test. Line 3 associates | P address 10.0.0.1/16 with
virtual router VRID=1. Line 4 starts VRRP on interface test.
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In VRRP, the router that owns the | P address associated with the virtual router isthe Master. Any
other routersthat participate in this virtual router are Backups. In this configuration, Router R1 is
the Master for virtual router VRID=1 because it owns 10.0.0.1/16, the I P address associated with
virtual router VRID=1.

Configuration for Router R2

The following is the configuration file for Router R2 in Figure 7.

1: interface create ip test address-netmask 10.0.0.2/16 port et.1.1
2: ip-redundancy create vrrp 1 interface test

3: ip-redundancy associate vrrp 1 interface test address 10.0.0.1/16
4: ip-redundancy start vrrp 1 interface test

The configuration for Router R2 is nearly identical to Router R1. The difference is that Router R2
does not own | P address 10.0.0.1/16. Since Router R2 does not own this IP address, it isthe
Backup. It will take over from the Master if it should become unavailable.

Ping the Backup VRRP Router

When enterprise customers run an XP in aVRRP configuration, the customers may not know if a
problem exists with the Backup router. Asaresult, the X P feature set includes the ability to ping the
Backup router while the router isin anon-Master state. When a Backup VRRP router assumes
mastership, RFC 2338 specifies that it must not answer to ICMP echo requests (pings) destined to
the associated virtual address. In some network situations, however, you may want to permit the
Backup router to respond with an ICMP Echo Response when it isin the Master state. Use the
following command to enable ICMP Echo Response:

ip-redundancy set vrrp <vrID> interface <interface> icmp-response

For more information, see the Enterasys X-Pedition Command Line I nterface Reference Manual.

Symmetrical Configuration

Figure 8 shows a VRRP configuration with two routers and two virtual routers. Routers R1 and R2
are both configured with two virtual routers (VRID=1 and VRID=2).

Router R1 serves as:
e Master for VRID=1

e Backupfor VRID=2

Router R2 serves as.

 Master for VRID=2
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e Backupfor VRID=1

This configuration allows you to load-balance traffic coming from the hosts on the 10.0.0.0/16
subnet and provides a redundant path to either virtual router.

Note: Thisisthe recommended configuration on a network using VRRP.

Master for VRID=1 Master for VRID=2
Backup for VRID=2 Backup for VRID=1
R1 R2
r— — " r— — "7
Interface Addr. = 10.0.0.1/16 | VRID=1 | | VRID=2 | Interface Addr. = 10.0.0.2/16
VRID=L; Addr. = 10.0.0.1/16 L . L , VRID=1; Addr. = 10.0.0.1/16
VRID=2; Addr. = 10.0.0.2/16 1000016l — — | ~ Tooozis | VRID=2 Addr.=10002/16
H1 H2 H3 H4
| | | |
Default Route = 10.0.0.1/16 Default Route = 10.0.0.2/16

Figure 8. Symmetrical VRRP Configuration

In this configuration, half the hosts use 10.0.0.1/16 as their default route, and half use 10.0.0.2/16.
IP address 10.0.0.1/16 is associated with virtual router VRID=1, and IP address 10.0.0.2/16 is
associated with virtual router VRID=2.

If Router R1, the Master for virtual router VRID=1, goes down, Router R2 would take over the IP
address 10.0.0.1/16. Similarly, if Router R2, the Master for virtual router VRID=2, goes down,
Router R1 would take over the | P address 10.0.0.2/16.
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Configuration of Router R1

The following is the configuration file for Router R1 in Figure 8.

: interface create ip test address-netmask 10.0.0.1/16 port et.1.1

: ip-redundancy create vrrp 1 interface test
. ip-redundancy create vrrp 2 interface test

: ip-redundancy associate vrrp 1 interface test address 10.0.0.1/16
. ip-redundancy associate vrrp 2 interface test address 10.0.0.2/16

. ip-redundancy start vrrp 1 interface test
: ip-redundancy start vrrp 2 interface test

NO -0 WN -

Router R1 isthe owner of |P address 10.0.0.1/16. Line 4 associates this | P address with virtual
router VRID=1, s0 Router R1 is the Master for virtual router VRID=1.

Online 5, Router R1 associates | P address 10.0.0.2/16 with virtual router VRID=2. However, since

Router R1 does not own IP address 10.0.0.2/16, it is not the default Master for virtual router
VRID=2.

Configuration of Router R2

The following is the configuration file for Router R2 in Figure 8.

: interface create ip test address-netmask 10.0.0.2/16 port et.1.1

: ip-redundancy create vrrp 1 interface test
. ip-redundancy create vrrp 2 interface test

. ip-redundancy associate vrrp 1 interface test address 10.0.0.1/16
. ip-redundancy associate vrrp 2 interface test address 10.0.0.2/16

. ip-redundancy start vrrp 1 interface test
: ip-redundancy start vrrp 2 interface test

NO 0O WN -

Online 1, Router R2 is made owner of |P address 10.0.0.2/16. Line 5 associates this | P address
with virtual router VRID=2, so Router R2 isthe Master for virtual router VRID=2. Line 4 associates
I P address 10.0.0.1/16 with virtual router VRID=1, making Router R2 the Backup for virtual router
VRID=1.

Ping the Backup VRRP Router

When enterprise customers run an XPin aVRRP configuration, the customers may not know if a
problem exists with the Backup router. Asaresult, the X P feature set includes the ability to ping the
Backup router while the router isin anon-Master state. When a Backup VRRP router assumes
mastership, RFC 2338 specifies that it must not answer to ICMP echo requests (pings) destined to
the associated virtual address. In some network situations, however, you may want to permit the
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Backup router to respond with an ICMP Echo Response when it isin the Master state. Use the
following command to enable ICMP Echo Response:

ip-redundancy set vrrp <vrID> interface <interface> icmp-response

For more information, see the Enterasys X-Pedition Command Line I nterface Reference Manual.

Multi-Backup Configuration

Figure 9 shows aVRRP configuration with three routers and three virtual routers. Each router
serves as aMaster for one virtual router and as a Backup for each of the others. When a Master
router goes down, one of the Backups takes over the |P addresses of its virtual router.

Note: In someinstances, a heavy load on a VRRP master may delay VRRP packet transmission
and cause the backup router to assume the role of master.

In aVRRP configuration where more than one router is backing up a Master, you can specify
which Backup router takes over when the Master goes down by setting the priority for the Backup

routers.
Master for VRID=1 Master for VRID=2 Master for VRID=3
1st Backup for VRID=2 1st Backup for VRID=1 2nd Backup for VRID=1
1st Backup for VRID=3 2nd Backup for VRID=3 2nd Backup for VRID=2
R1 R2 R3
r— — " r— — " r— — "
| VRID=1 | | VRID=2 | | VRID=3 |
L — — 4 L — — 4 L — — 4
10.0.0.1/16| 10.0.0.2/16 10.0.0.3/16
H1 H2 H3 H4 H5 H6
| | | | | |
Default Route = 10.0.0.1/16 Default Route = 10.0.0.2/16 Default Route = 10.0.0.3/16

Figure 9. Multi-Backup VRRP Configuration

In this configuration, Router R1 isthe Master for virtual router VRID=1 and the primary Backup for
virtual routers VRID=2 and VRID=3. If Router R2 or R3 were to go down, Router R1 would assume
the I P addresses associated with virtual routers VRID=2 and VRID=3.
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Router R2 isthe Master for virtual router VRID=2, the primary backup for virtual router VRID=1,
and the secondary Backup for virtual router VRID=3. If Router R1 should fail, Router R2 would
become the Master for virtual router VRID=1. If both Routers R1 and R3 should fail, Router R2
would become the Master for all three virtual routers. Packets sent to |P addresses 10.0.0.1/16,
10.0.0.2/16, and 10.0.0.3/16 would all go to Router R2.

Router R3 is the secondary Backup for virtual routers VRID=1 and VRID=2. It would become a

Master router only if both Routers R1 and R2 should fail. In such a case, Router R3 would become
the Master for al three virtual routers.

Configuration of Router R1

The following is the configuration file for Router R1 in Figure 9.

: interface create ip test address-netmask 10.0.0.1/16 port et.1.1

: ip-redundancy create vrrp 1 interface test
. ip-redundancy create vrrp 2 interface test
: ip-redundancy create vrrp 3 interface test

. ip-redundancy associate vrrp 2 interface test address 10.0.0.2/16
: ip-redundancy associate vrrp 3 interface test address 10.0.0.3/16

1
!
2
3
4
!
5: ip-redundancy associate vrrp 1 interface test address 10.0.0.1/16
6
7
!
8: ip-redundancy set vrrp 2 interface test priority 200

9: ip-redundancy set vrrp 3 interface test priority 200

|

10: ip-redundancy start vrrp 1 interface test

11: ip-redundancy start vrrp 2 interface test

12: ip-redundancy start vrrp 3 interface test

Router R1's IP address on interface test is 10.0.0.1. There are three virtual routers on thisinterface:
* VRID=1-|P address=10.0.0.1/16
*  VRID=2-IP address=10.0.0.2/16
*  VRID=3-|P address=10.0.0.3/16

Since the |P address of virtual router VRID=1 is the same as the interface’s | P address (10.0.0.1),
then the router automatically becomes the address owner of virtual router VRID=1.

A priority is associated with each of the virtual routers. The priority determines whether the router
will become the Master or the Backup for a particular virtual router. Priorities can have values
between 1 and 255. When a Master router goes down, the router with the next-highest priority takes
over the virtual router. If more than one router has the next-highest priority, the router that has the
highest-numbered interface | P address becomes the Master.
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If arouter isthe address owner for avirtual router, then its priority for that virtual router is 255 and
cannot be changed. If arouter is not the address-owner for avirtual-router, then its priority for that
virtual router is 100 by default, and can be changed by the user.

Since Router R1 is the owner of the I P address associated with virtual router VRID=1, it hasa
priority of 255 (the highest) for virtual router VRID=1. Lines 8 and 9 set Router R1's priority for
virtual routers VRID=2 and VRID=3 at 200. If no other routersin the VRRP configuration have a
higher priority, Router R1 will take over as Master for virtual routers VRID=2 and VRID=3, should
Router R2 or R3 go down.

The following table shows the priorities for each virtual router configured on Router R1.

Virtual Router Default Priority Configured Priority
VRID=1 - IP address=10.0.0.1/16 255 (address owner) 255 (address owner)
VRID=2 — |P address=10.0.0.2/16 100 200 (seeline 8)
VRID=3 — |P address=10.0.0.3/16 100 200 (seeline 9)

Configuration of Router R2
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The following is the configuration file for Router R2 in Figure 9.

. interface create ip test address-netmask 10.0.0.2/16 port et.1.1

: ip-redundancy create vrrp 1 interface test
. ip-redundancy create vrrp 2 interface test
: ip-redundancy create vrrp 3 interface test

. ip-redundancy associate vrrp 2 interface test address 10.0.0.2/16
: ip-redundancy associate vrrp 3 interface test address 10.0.0.3/16

1
!
2
3
4
!
5: ip-redundancy associate vrrp 1 interface test address 10.0.0.1/16
6
7
!
8: ip-redundancy set vrrp 1 interface test priority 200

9: ip-redundancy set vrrp 3 interface test priority 100

!

10: ip-redundancy start vrrp 1 interface test

11: ip-redundancy start vrrp 2 interface test

12: ip-redundancy start vrrp 3 interface test

Line 8 sets the backup priority for virtual router VRID=1 to 200. Since this number is higher than
Router R3's backup priority for virtual router VRID=1, Router R2 is the primary Backup, and
Router R3 is the secondary Backup for virtual router VRID=1.

On line 9, the backup priority for virtual router VRID=3 is set to 100. Since Router R1's backup

priority for this virtual router is 200, Router R1 is the primary Backup, and Router R2 isthe
secondary Backup for virtual router VRID=3.
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The following table shows the priorities for each virtual router configured on Router R2.

Virtual Router Default Priority Configured Priority
VRID=1 - IP address=10.0.0.1/16 100 200 (seeline 8)
VRID=2 — |P address=10.0.0.2/16 255 (address owner) 255 (address owner)
VRID=3 — |P address=10.0.0.3/16 100 100 (seeline 9)

Note:  Since 100 isthe default priority, line 9, which sets the priority to 100, is actually
unnecessary. It isincluded for illustration purposes only.

Ping the Backup VRRP Router

When enterprise customers run an XPin aVRRP configuration, the customers may not know if a
problem exists with the Backup router. Asaresult, the X P feature set includes the ability to ping the
Backup router while the router isin anon-Master state. When a Backup VRRP router assumes
mastership, RFC 2338 specifies that it must not answer to ICMP echo requests (pings) destined to
the associated virtual address. In some network situations, however, you may want to permit the
Backup router to respond with an ICMP Echo Response when it isin the Master state. Use the
following command to enable ICMP Echo Response:

ip-redundancy set vrrp <vrID> interface <interface> icmp-response

For more information, see the Enterasys X-Pedition Command Line I nterface Reference Manual.

Configuration of Router R3

The following is the configuration file for Router R3 in Figure 9.

: interface create ip test address-netmask 10.0.0.3/16 port et.1.1

: ip-redundancy create vrrp 1 interface test
. ip-redundancy create vrrp 2 interface test
: ip-redundancy create vrrp 3 interface test

. ip-redundancy associate vrrp 2 interface test address 10.0.0.2/16
: ip-redundancy associate vrrp 3 interface test address 10.0.0.3/16

1
!
2
3
4
!
5: ip-redundancy associate vrrp 1 interface test address 10.0.0.1/16
6
7
!
8: ip-redundancy set vrrp 1 interface test priority 100

9: ip-redundancy set vrrp 2 interface test priority 100

|

10: ip-redundancy start vrrp 1 interface test

11: ip-redundancy start vrrp 2 interface test

12: ip-redundancy start vrrp 3 interface test
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Lines 8 and 9 set the backup priority for Router R3 at 100 for virtual routers VRID=1 and VRID=2.
Since Router R1 has a priority of 200 for backing up virtual router VRID=2, and Router R2 has a
priority of 200 for backing up virtual router VRID=1, Router R3 is the secondary Backup for both
virtual routers VRID=1 and VRID=2.

The following table shows the priorities for each virtual router configured on Router R3.

Virtual Router Default Priority Configured Priority
VRID=1 - IP address=10.0.0.1/16 100 100 (seeline 8)
VRID=2 — |P address=10.0.0.2/16 100 100 (seeline 9)
VRID=3 — | P address=10.0.0.3/16 255 (address owner) 255 (address owner)

Note:  Since 100 isthe default priority, lines 8 and 9, which set the priority to 100, are actually
unnecessary. They areincluded for illustration purposes only.

Ping the Backup VRRP Router

When enterprise customers run an XPin aVRRP configuration, the customers may not know if a
problem exists with the Backup router. Asaresult, the X P feature set includes the ability to ping the
Backup router while the router isin anon-Master state. When a Backup VRRP router assumes
mastership, RFC 2338 specifies that it must not answer to ICMP echo requests (pings) destined to
the associated virtual address. In some network situations, however, you may want to permit the
Backup router to respond with an ICMP Echo Response when it isin the Master state. Use the
following command to enable ICMP Echo Response:

ip-redundancy set vrrp <vrID> interface <interface> icmp-response

For more information, see the Enterasys X-Pedition Command Line | nterface Reference Manual.
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Additional Configuration
This section covers settings you can modify in a VRRP configuration, including backup priority,
advertisement interval, pre-empt mode, and authentication key.

Setting the Backup Priority
As described in Multi-Backup Configuration on page 140, you can specify which Backup router
takes over when the Master router goes down by setting the priority for the Backup routers. To set

the priority for a Backup router, enter the following command in Configure mode:

To specify 200 as the priority used by virtual router 1 on interface int1:

xp(config)# ip-redundancy set vrrp 1interfaceintl priority 200

The priority can be between 1 (lowest) and 254. The default is 100. The priority for the IP address
owner is 255 and cannot be changed.

Setting the Warm-up Period

When the Master router goes down, the Backup router takes over. When an interface comes up, the
Master router may become available and take over from the Backup router. Before the Master
router takes over, it may have to update its routing tables. You can specify a warm-up period, in
seconds, during which the Master router can update its routing information before it preempts the
existing Master router.

To specify awarm-up period for a Master router before it takes over:

xp(config)# ip-redundancy set vrrp 1 war mup-period 20

The warm-up period can be between 1 and 180 seconds. The default is 30 seconds.

Setting the Advertisement Interval
The VRRP Master router sends periodic advertisement messages to | et the other routers know that
the Master is up and running. By default, advertisement messages are sent once each second. To
change the VRRP advertisement interval, enter the following command in Configure mode:

To set the advertisement interval to 3 seconds:

xp(config)# ip-redundancy set vrrp 1 interfaceintl adv-interval 3
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Setting Pre-empt Mode

When a Master router goes down, the Backup with the highest priority takes over the IP addresses
associated with the Master. By default, when the original Master comes back up again, it takes over
from the Backup router that assumed its role as Master. When aVRRP router does this, itissaid to
be in pre-empt mode. Pre-empt mode is enabled by default on the XP. You can prevent aVRRP
router from taking over from alower-priority Master by disabling pre-empt mode. To do this, enter
the following command in Configure mode:

To prevent a Backup router from taking over as Master from a Master router that has alower
priority:

xp(config)# ip-redundancy set vrrp 1interface intl preempt-mode disabled

Note: If the P address owner is available, it will always take over as the Master—regardless of
whether pre-empt modeis on or off.
Setting an Authentication Key
By default, no authentication of VRRP packetsis performed on the XP. You can specify aclear-text
password to be used to authenticate VRRP exchanges. To enable authentication, enter the following

command in Configure mode

To authenticate VRRP exchanges on virtual router 1 on interface int1 with a password of ‘yago’:

xp(config)# ip-redundancy set vrrp 1interfaceintl auth-type text auth-key yago

Note: The XP does not currently support the I P Authentication Header method of authentication.

Setting | CM P Response

When abackup VRRP router assumes mastership, RFC 2338 specifies that it must not answer to
|CMP echo requests (pings) destined to the associated virtual address. In some network situations,
however, it may be desirable to have the ability to allow the backup router respond with an ICMP
Echo Response when it isin the Master state. This feature allows the configuration of such a
response. Use the following command to enable ICMP Echo Response:

ip-redundancy set vrrp <wrID> interface <interface> icmp-response

Monitoring VRRP

The XP provides two commands for monitoring a VRRP configuration: ip-redundancy trace,
which displays messages when VRRP events occur, and ip-redundancy show, which reports
statistics about virtual routers.
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ip-redundancy trace

Theip-redundancy trace command is used for troubleshooting purposes. This command causes
messages to be displayed when certain VRRP events occur on the XP. To trace VRRP events, enter
the following commands in Enable mode:

Display a message when any ip-redundancy trace vrrp events enabled
VRRP event occurs. (Disabled by
default.)

Display amessagewhen aVRRP | ip-redundancy trace vrrp state-transitions enabled
router changes from one state to
another; for example Backup to
Master. (Enabled by default.)

Display a message when a VRRP ip-redundancy trace vrrp packet-errors enabled
packet error is detected. (Enabled
by default.)

Enable all VRRP tracing. ip-redundancy tracevrrp all enabled
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ip-redundancy show

148

Theip-redundancy show command reports information about a VRRP configuration.

To display information about all virtual routers on interface intl:

xp# ip-redundancy show vrrp interfaceintl

VRRP Virtual Router 100 - Interface intl

Uptime 0 days, 0 hours, 0 minutes, 17 seconds.
State Backup
Priority 100 (default value)

Virtual MAC address 00005E:000164
Advertise Interval 1 sec(s) (default value)
Preempt Mode Enabled (default value)
Authentication None (default value)
Primary Address 10.8.0.2
Associated Addresses 10.8.0.1

100.0.0.1

VRRP Virtual Router 200 - Interface intl

Uptime 0 days, 0 hours, 0 minutes, 17 seconds.
State Master
Priority 255 (default value)

Virtual MAC address  00005E:0001C8
Advertise Interval 1 sec(s) (default value)
Preempt Mode Enabled (default value)
Authentication None (default value)
Primary Address 10.8.0.2

Associated Addresses 10.8.0.2
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To display VRRP statistics for virtual router 100 on interface int1:

Xp# ip-redundancy show vrrp linterfaceintl verbose

VRRP Virtual Router 100 - Interface intl

Uptime 0 days, 0 hours, 0 minutes, 17 seconds.
State Backup
Priority 100 (default value)

Virtual MAC address 00005E:000164
Advertise Interval 1 sec(s) (default value)
Preempt Mode Enabled (default value)
Authentication None (default vaue)
Primary Address 10.8.0.2

Associated Addresses 10.8.0.1

100.0.0.1
Stats:
Number of transitions to master state 2
VRRP advertisements rcvd 0
VRRP packets sent with 0 priority 1
VRRP packets rcvd with O priority 0

VRRP packets rcvd with |P-address list mismatch 0
VRRP packets rcvd with auth-type mismatch 0

VRRP packets rcvd with checksum error 0
VRRP packets rcvd with invalid version 0
VRRP packets rcvd with invalid VR-Id 0
VRRP packets rcvd with invalid adv-interval 0
VRRP packets rcvd with invalid TTL 0

VRRP packets rcvd with invalid 'type fiedd 0
VRRP packets rcvd with invalid auth-type 0
VRRP packets rcvd with invalid auth-key 0

To display VRRP information, enter the following commands in Enable mode.

Display information about all ip-redundancy show vrrp
virtual routers.

VRRP Configuration Notes

»  The Master router sends keep-alive advertisements. The frequency of these keep-alive
advertisementsis determined by setting the Advertisement interval parameter. Thedefault value
is 1 second.

« |f aBackup router doesn’t receive a keep-alive advertisement from the current Master within a
certain period of time, it will transition to the Master state and start sending adverti sements
itself. The amount of time that a Backup router will wait before it becomes the new Master is
based on the following equation:

Master-down-interval = (3 * advertisement-interval) + skew-time
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The skew-time depends on the Backup router's configured priority:
Skew-time = ((256 - Priority) / 256)

Therefore, the higher the priority, the faster aBackup router will detect that the Master isdown.
For example:

—  Default advertisement-interval = 1 second

—  Default Backup router priority = 100

— Master-down-interval = time it takes a Backup to detect the Master is down
= (3 * adv-interval) + skew-time
= (3* 1 second) + ((256 - 100) / 256)

= 3.6 seconds

Note: In someinstances, a heavy load on a VRRP master may delay VRRP packet transmission

and cause the backup router to assume the role of master.

If aMaster router ismanually rebooted, or if itsinterfaceis manually brought down, it will send
aspecia keep-alive advertisement that lets the Backup routers know that a new Master is
needed immediately.

A virtual router will respond to ARP requests with avirtual MAC address. Thisvirtual MAC
depends on the virtua router 1D:

virtual MAC address = 00005E:0001XX
where XX isthe virtua router ID

Thisvirtual MAC addressis al so used as the source MAC address of the keep-alive
Advertisements transmitted by the Master router.

These MAC addresses, when active, use entriesin the port's Routing Address Table (RAT).
Since the RAT has eight entries and other resources also use the RAT, the system will limit the
number of unique virtual routing ID's to six or fewer on a per port basis.

If multiple virtual routers are created on asingle interface, the virtual routers must have unique
identifiers. If virtual routers are created on different interfaces, you can reuse virtual router 1Ds.

For example, the following configuration is valid:

ip-redundancy create vrrp 1 interface test-A
ip-redundancy create vrrp 1 interface test-B

As specified in RFC 2338, a Backup router that has transitioned to Master will not respond to
pings, accept telnet sessions, or field SNMP requests directed at the virtual router's | P address.

Not responding allows network management to notice that the original Master router (i.e., the
I P address owner) is down.
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Chapter 13

RIP Configuration
Guide

RIP Overview

This chapter describes how to configure the Routing Information Protocol (RIP) on the Enterasys
X-Pedition. RIP is adistance-vector routing protocol for usein small networks. RIPisdescribed in
RFC 1723. A router running RIP broadcasts updates at set intervals. Each update contains paired
values where each pair consists of an IP network address and an integer distance to that network.
RIP uses a hop count metric to measure the distance to a destination.

The Enterasys X -Pedition provides support for RIP Version 1 and 2. The XP implements plain text
and M D5 authentication methods for RIP Version 2.

The protocol independent features that apply to RIP are described in Chapter 11, |P Routing
Configuration Guide.

Configuring RIP

By default, RIP is disabled on the XP and on each of the attached interfaces. To configure RIP on
the XP, follow these steps:

1. Start the RIP process by entering therip start command.

2. Usetherip add interface command to inform RIP about the attached interfaces.
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Enabling and Disabling RIP

To enable or disable RIP, enter one of the following commands in Configure mode.

Enable RIP. rip start

Disable RIP. rip stop

Configuring RIP Interfaces

To configure RIP in the XP, you must first add interfaces to inform RIP about attached interfaces.
To add RIP interfaces, enter the following commands in Configure mode.

Add interfaces to the RIP rip add interface <interfacename-or-IPaddr>
process.
Add gateways from which the rip add trusted-gateway <interfacename-or-1Paddr>

XP will accept RIP updates.

Definethelist of routersto rip add source-gateway <interfacename-or-1Paddr>
which RIP sends packets
directly, not through multicast or
broadcast.

Note:  The XP will display interface names up to 32 charactersin length.

Configuring RIP Parameters

No further configuration is required, and the system default parameters will be used by RIP to
exchange routing information. These default parameters may be modified to suit your needs by
using therip set interface command.

RIP Parameter Default Value
Version number RIPv1
Check-zero for RIP reserved parameters Enabled
Whether RIP packets should be broadcast Choose
Preference for RIP routes 100
Metric for incoming routes 1
Metric for outgoing routes 0
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RIP Parameter

Default Value

Authentication

None

Update interval

30 seconds

To change RIP parameters, enter the following commands in Configure mode.

Set RIP Version on an interface to
RIPV1.

rip set interface <interfacename-or-1Paddr>|all version 1

Set RIP Version on an interface to
RIPV2.

rip set interface <interfacename-or-1Paddr>|all version 2

Specify that RIP V2 packets
should be multicast on this
interface.

rip set interface <interfacename-or-1Paddr>|all type
multicast

Specify that RIP V2 packets that
are RIP V 1-compatible should be
broadcast on thisinterface.

rip set interface <interfacename-or-1Paddr>|all type
broadcast

Change the metric on incoming
RIP routes.

rip set interface <interfacename-or-1Paddr>|all metric-in
<num>

Change the metric on outgoing RIP
routes.

rip set interface <interfacename-or-IPaddr> |all metric-out
<num>

Set the authentication method to
simple text up to 8 characters.

rip set interface <interfacename-or-1Paddr>|all
authentication-method simple

Set the authentication method to
MD5.

rip set interface <interfacename-or-l1Paddr>|all
authentication-method md5

Specify the metric to be used when
advertising routes that were
learned from other protocols.

rip set default-metric <num>

Enable automatic summarization
and redistribution of RIP routes.

rip set auto-summary disablelenable

Specify broadcast of RIP packets
regardless of number of interfaces
present.

rip set broadcast-state always|choose|never

Check that reserved fieldsin
incoming RIP V1 packets are zero.

rip set check-zero disablelenable

Enabl e acceptance of RIP routes
that have ametric of zero.

rip set check-zero-metric disablelenable

Enabl e poison reverse, as specified
by RFC 1058.

rip set poison-rever se disablelenable
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Specify the maximum number of rip set max-routes <number>
RIP routes maintained in the
routing information base (RIB).
The default is 4.

Disable multipath routecalculation | Rip set multipath off
for RIP routes.

Note: The XP will display interface names up to 32 charactersin length.

Configuring RIP Route Preference

You can set the preference of routes learned from RIP.

To configure RIP route preference, enter the following command in Configure mode.

Set the preference of routes |earned from RIP. rip set preference <nun>

Configuring RIP Route Default-Metric

You can define the metric used when advertising routes via RIP that were learned from other
protocols. The default value for this parameter is 16 (unreachable). To export routes from other
protocols into RIP, you must explicitly specify avalue for the default-metric parameter. The metric
specified by the default-metric parameter may be overridden by a metric specified in the export
command.

To configure default-metric, enter the following command in Configure mode.

Define the metric used when advertising routes via rip set default-metric <num>
RIP that were learned from other protocols.

For <nun®, you must specify a number between 1 and 16.

Monitoring RIP

Therip trace command can be used to trace all rip request and response packets.

To monitor RIP information, enter the following commands in Enable mode.

Show all RIP information. rip show all

Show RIP export palicies. rip show export-policy
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Show RIP global information. rip show globals

Show RIP import policies. rip show import-policy

Show RIP information on the specified rip show interface <Name or |1P-addr>
interface.

Show RIP interface policy information. rip show interface-policy

Show detailed information of al RIP packets. | rip trace packets detail

Show detailed information of all packets rip trace packetsreceive
received by the router.

Show detailed information of all packetssent | rip trace packets send
by the router.

Show detailed information of all request rip tracerequest receive
received by the router.

Show detailed information of all response rip trace responsereceive
received by the router.

Show detail ed information of response packets | rip trace response send
sent by the router.

Show detailed information of request packets | rip trace send request
sent by the router.

Show RIP timer information. rip show timers

Note:  The XP will display interface names up to 32 charactersin length.

Configuration Example

XP1 XP2

Interface 1.1.1.1 Interface 3.2.1.1

! Example configuration

!

| Create interface XP1-if1 with ip address 1.1.1.1/16 on port et.1.1 on XP-1
interface create ip XP1-if1 address-netmask 1.1.1.1/16 port et.1.1
!

! Configurerip on XP-1

rip add interface X P1-if1

rip set interface XP1-if1 version 2

rip start

!

!

Enterasys X-Pedition User Reference Manual 155



Configuration Example

156

! Set authentication method to md5

rip set interface X P1-if1 authentication-method md5
!

! Change default metric-in

rip set interface XP1-if1 metric-in 2

!

! Change default metric-out

rip set interface X P1-if1 metric-out 3
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OSPF Configuration
Guide

OSPF Overview

Open Shortest Path First Routing (OSPF) is a shortest path first or link-state protocol. The XP
supports OSPF Version 2.0, as defined in RFC 1583. OSPF is an interior gateway protocol that
distributes routing information between routers in a single autonomous system. OSPF chooses the
least-cost path as the best path. OSPF is suitable for complex networks with alarge number of
routers because it provides equal-cost multi-path routing where packets to a single destination can
be sent via more than one interface simultaneoudly.

In alink-state protocol, each router maintains a database that describes the entire AS topol ogy,
which it builds out of the collected link state advertisements of all routers. Each participating router
distributesitslocal state (i.e., the router's usabl e interfaces and reachabl e neighbors) throughout the
AS by flooding. Each multi-access network that has at least two attached routers has a designated
router and a backup designated router. The designated router floods a link state advertisement for
the multi-access network and has other special responsibilities. The designated router concept
reduces the number of adjacencies required on a multi-access network.

OSPF allows networks to be grouped into areas. Routing information passed between areas is
abstracted, potentially alowing asignificant reduction in routing traffic. OSPF uses four different
types of routes, listed in order of preference:

* Intra-area
e Inter-area
e TypelASE
e Type2ASE

Intra-area paths have destinations within the same area. I nter-area paths have destinations in other
OSPF areas. Both types of Autonomous System External (ASE) routes are routes to destinations
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external to OSPF (and usually external to the AS). Routes exported into OSPF ASE astype 1 ASE
routes are supposed to be from interior gateway protocols (e.g., RIP) whose external metrics are
directly comparable to OSPF metrics. When arouting decision is being made, OSPF will add the
internal cost to the AS border router to the external metric. Type 2 ASEs are used for exterior
gateway protocols whose metrics are not comparable to OSPF metrics. In this case, only the
internal OSPF cost to the AS border router is used in the routing decision.

The XP supports the following OSPF functions:
e Stub Areas: Definition of stub areasis supported.

* Authentication: Simple password and M D5 authentication methods are supported within an
area.

e Virtual Links: Virtual links are supported.

* Route Redistribution: Routes learned via RIP, BGP, or any other sources can be redistributed
into OSPF. OSPF routes can be redistributed into RIP or BGP.

» Interface Parameters: Parameters that can be configured include interface output cost,
retransmission interval, interface transmit delay, router priority, router dead and hello intervals,
and authentication key.

OSPF Multipath

The XP also supports OSPF and static Multi-path. If multiple equal-cost OSPF or static routes have
been defined for any destination, then the XP “discovers’ and uses all of them. The XP will
automatically learn up to four equal-cost OSPF or static routes and retain them in its forwarding
information base (FIB). The forwarding module then installs flows for these destinationsin a
round-robin fashion.

Configuring OSPF

158

To configure OSPF on the XP, you must enable OSPF, create OSPF areas, assign interfaces to
OSPF areas, and, if necessary, specify any of the OSPF interface parameters.

To configure OSPF, you may need to perform some or all of the following tasks:
* Enable OSPF.

»  Create OSPF areas.

e Createan IPinterface or assign an IP interfaceto aVLAN.

e AddIPinterfacesto OSPF aress.

»  Configure OSPF interface parameters, if necessary.

* Add IP networks to OSPF areas.

e Createvirtua links, if necessary.
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Enabling OSPF
OSPF is disabled by default on the XP.

To enable or disable OSPF, enter one of the following commands in Configure mode.

Enable OSPF. ospf start

Disable OSPF. ospf stop

Configuring OSPF Interface Parameters

You can configure the OSPF interface parameters shown in the table below.

Table 8. OSPF Interface Parameters

OSPF Parameter Default Value
Interface OSPF State (Enable/Disable) Enable (except for virtual links)
Cost See Default Cost of an OSPF Interface below.
No multicast Default is using multicast mechanism.
Retransmit interval 5 seconds
Transit delay 1 second
Priority 1
Hello interval 10 seconds (broadcast), 30 (non broadcast)
Router dead interval 4 times the hello interval
Poll Interval 120 seconds
Key chain N/A
Authentication Method None

Default Cost of an OSPF Interface

The default cost of an OSPF interface is calculated using its bandwidth. A VLAN that is attached to

an interface could have several ports of differing speeds. The bandwidth of an interfaceis
represented by the highest bandwidth port that is part of the associated VLAN. The cost of an
OSPF interface isinversely proportional to this bandwidth. The cost is calculated using the
following formula:

Cost = 2000000000 / speed (in bps)
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Thefollowing is atable of the port types and the OSPF default cost associated with each type:

Table 9. OSPF Default Cost Per Port Type

Port Media Type Speed OSPF Default Cost
Ethernet 1000 1000 Mbps 2
Ethernet 10/100 100 Mbps 20
Ethernet 10/100 10 Mbps 200
WAN (T1) 1.5 Mbps 1333
WAN (T3) 45 Mbps 44

To configure OSPF interface parameters, enter one of the following commandsin Configure mode:

Enable OSPF state on interface.

ospf set interface <name-or-1Paddr>|all state
disablejenable

Specify the cost of sending a packet on an
OSPF interface.

ospf set interface <name-or-IPaddr>|all cost
<num>

Specify the priority for determining the
designated router on an OSPF interface.

ospf set interface <name-or-1Paddr>|all priority
<num>

Specify the interval between OSPF hello
packets on an OSPF interface.

ospf set interface <name-or-1Paddr>|all hello-
interval <num>

Configure the retransmission interval
between link state advertisements for
adjacencies belonging to an OSPF
interface.

ospf set interface <name-or-IPaddr>|all retransmit-
interval <num>

Specify the number of secondsrequired to
transmit alink state update on an OSPF
interface.

ospf set interface <name-or-1Paddr>|all transit-
delay <num>

Specify the time a neighbor router will
listen for OSPF hello packets before
declaring the router down.

ospf set interface <name-or-1Paddr>|all router-
dead-interval <num>

Disable IP multicast for sending OSPF
packets to neighbors on an OSPF
interface.

ospf set interface <name-or-IPaddr>|all no-
multicast

Specify the poll interval on an OSPF
interface.

ospf set interface <name-or-1Paddr>|all poll-interval
<num>
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Specify the identifier of the key chain ospf set interface <name-or-1Paddr>|all key-chain
containing the authentication keys. <num-or-string>

Specify the authentication method to be ospf set interface <name-or-1Paddr>|all
used on this interface. authentication-method nonejsimplelmd5s

Note: The XP will display interface names up to 32 charactersin length.

Configuring an OSPF Area

OSPF areas are a collection of subnets that are grouped in alogical fashion. These areas
communicate with other areas via the backbone area. Once OSPF areas are created, you can add
interfaces, stub hosts, and summary rangesto the area.

In order to reduce the amount of routing information propagated between areas, you can configure
summary-ranges on Area Border Routers (ABRS). On the XP, summary-ranges are created using
the ospf add summar y-range command—the networks specified using this command describe the
scope of an area. Intra-area Link State Advertisements (LSAS) that fall within the specified ranges
are not advertised into other areas as inter-area routes. Instead, the specified ranges are advertised
as summary network LSAS.

To create areas and assign interfaces, enter the following commands in the Configure mode.

Create an OSPF area. ospf create area <area-num>|backbone

Add an interface to an OSPF area. ospf add interface <name-or-IPaddr>
to-area <area-addr> |backbone
[type broadcast|non-broadcast|
point-to-multipoint]

Add a stub host to an OSPF area. ospf add stub-host to-area <area-addr>|backbone
cost <num>

Add a network to an OSPF area for ospf add networ k|summary-range <|Paddr/mask>

summarization. to-area <area-addr>|

backbone [restrict] [host-net]

Note:  The XP will display interface names up to 32 charactersin length.

Configuring OSPF Area Parameters

The XP alows configuration of various OSPF area parameters, including stub areas, stub cost and
authentication method. Information about routes which are external to the OSPF routing domain is
not sent into a stub area. Instead, there is a default external route generated by the ABR into the
stub area for destinations outside the OSPF routing domain. To further reduce the number of link
state advertisements sent into a stub area, you can specify the no-summary keyword with the stub
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option on the ABR to prevent it from sending summary link advertisement (link state
advertisements type 3) into the stub area.

Stub cost specifies the cost to be used to inject a default route into a stub area. An authentication
method for OSPF packets can be specified on a per-area basis.

To configure OSPF area parameters, enter the following commands in the Configure mode.

Specify an OSPF areato be a stub area. ospf set area <area-num> stub [no-summary]

Specify the cost to be used to inject adefault | ospf set area <area-num> stub-cost <num>

route into a stub area.

Note:

If this command is not specified, no
default route isinjected into the
OSPF stub area.

Specify the authentication method to be used | ospf set area <area-num> [stub] [authentication-method
by neighboring OSPF routers. nonejsimplelmds]

Creating Virtual Links

In OSPF, virtual links can be established:
* Toconnect an areaviaatransit area to the backbone

*  To create aredundant backbone connection via another area

Each Area Border Router must be configured with the same virtual link. Note that virtual links
cannot be configured through a stub area.

To configure virtual links, enter the following commands in the Configure mode.

Create avirtual ospf add virtual-link <number-or-string> neighbor <IPaddr> transit-area
link. <area-num>

Set virtual link ospf set virtual-link <number-or-string>

parameters. [state disablelenable] [cost <num>]

[retransmit-interval <num>] [transit-delay <num>] [priority <num>]
[hello-interval <num>]

[router-dead-interval <num>] [poll-interval <num>]

Configuring Autonomous System External (ASE) Link Advertisements

162

Because of the nature of OSPF, the rate at which ASEs are flooded may need to be limited. The
following parameters can be used to adjust those rate limits. These parameters specify the defaults
used when importing OSPF A SE routes into the routing table and exporting routes from the routing
table into OSPF ASEs.
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To specify AS external link advertisements parameters, enter the following commandsin the
Configure mode:

Specifies how often a batch of ospf set export-interval <nun>
ASE link state advertisements will
be generated and flooded into
OSPF. The default is 1 time per
second.

Specifies how many ASEswill be | ospf set export-limit <num>
generated and flooded in each
batch. The default is 250.

Specifies AS external link ospf set ase-defaults {[preference <num>]| [cost
advertisement default parameters. <num>]|[type <num>] |

[inherit-metric]}

Configuring OSPF for Different Types of I nterfaces

The Enterasys X-Pedition can run OSPF over avariety of physical connections: Serial connections,
LAN interfaces, ATM, or Frame Relay. The OSPF configuration supports four different types of
interfaces.

LAN. Anexampleof aLAN interfaceisan Ethernet. The XPwill use multicast packetson LAN
interfaces to reach other OSPF routers. By default, an IP interface attached to a VLAN that
contains LAN ports is treated as an OSPF broadcast network.

Point-to-Point. A point-to-point interface can be a serial line using PPP. By default, an IP
interface associated with a seria line that isusing PPP is treated as an OSPF point-to-point
network. If an IPinterfacethat isusing PPPisto be treated as an OSPF broadcast network, then
use the type broadcast option of the interface create command.

Non-Broadcast Multiple Access (NBMA). An example of aNBMA network is afully-meshed
Frame Relay or ATM network with virtual circuits. Because there is no general multicast for
these networks, each neighboring router that is reachable over the NBMA network must be
specified, so that routers can poll each other. The XP will unicast packets to the routersin the
NBMA network.

Paint-to-Multipoint (PMP). Point-to-multi point connectivity isused when the network doesnot
provide full connectivity to all routersin the network. Asin the case of NBMA networks, alist
of neighboring routers reachable over a PMP network should be configured so that the router
can discover its neighbors.

To configure OSPF for NBMA networks, enter the following command in Configure mode:

Specify an OSPF NBMA neighbor. | ospf add nbma-neighbor <hostname-or-1Paddr> to-

interface <name-or-1Paddr> [eligible]
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Note:  When you assign an interface with the ospf add interface command, you must specify
type non-broadcast.

Note:  The XP will display interface names up to 32 charactersin length.

To configure OSPF for point-to-multipoint networks, enter the following command in Configure

mode:
Specify an OSPF point-to- ospf add pmp-neighbor <IPaddr> to-interface <name-or-
multipoint neighbor. | Paddr>

Note:  When you assign an interface with the ospf add interface command, you must specify
type point-to-multipoint (instead of type non-broadcast).

Note:  The XPwill display VLAN and interface names up to 32 characters in length.

Monitoring OSPF

The Enterasys X -Pedition provides two different command sets to display the various OSPF tables:

e ospf monitor commands allow you to display the OSPF tables for the router on which the
commands are being entered, aswell asfor other remote Enterasys X-Peditions running OSPF.
The ospf monitor commands can be used to display a concise version of the various OSPF
tables. All of the ospf monitor commands accept a destination option. This option isonly
required to display the OSPF tables of aremote Enterasys X-Pedition.

» ospf show commands allow you to display detailed versions of the various OSPF tables. The
ospf show commands can only display OSPF tables for the router on which the commands are
being entered.

To display OSPF information, enter the following commands in Enable mode.

Show IP routing table. ip show tablerouting

Monitor OSPF error conditions. ospf monitor errors[destination
<hostname-or-IPaddr>]

Show information about all interfaces ospf monitor interfaces [destination <hostname-

configured for OSPF. or-1Paddr>]

Display link state advertisement ospf monitor Isa [destination

information. <hostname-or-IPaddr>]

Display thelink state database. ospf monitor Isdb [destination

<hostname-or-1Paddr>]

Shows information about all OSPF routing ospf monitor neighbors[destination
neighbors. <hostname-or-1Paddr>]

Show information on valid next hops. ospf monitor next-hop-list [destination
<hostname-or-IPaddr>]
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Display OSPF routing table.

ospf monitor routes[destination
<hostname-or-1Paddr>]

Monitor OSPF statistics for a specified
destination.

ospf monitor statistics [destination <hostname-or-
IPaddr>]

Shows information about all OSPF routing
version

ospf monitor version

Shows OSPF Autonomous System External
Link State Database.

ospf show as-external-lsdb

Show all OSPF tables.

ospf show all

Show all OSPF areas.

ospf show areas

Show OSPF errors.

ospf show errors

Show information about OSPF export
policies.

ospf show export-policies

Shows routes redistributed into OSPF.

ospf show exported-routes

Show all OSPF global parameters.

ospf show globals

Show information about OSPF import
policies.

ospf show import-policies

Show OSPF interfaces.

ospf show interfaces

Shows information about all valid next hops
mostly derived from the SPF calculation.

ospf show next-hop-list

Show OSPF statistics.

ospf show statistics

Shows information about OSPF Border
Routes.

ospf show summary-asb

Show OSPF timers.

ospf show timers

Show OSPF virtual-links.

ospf show virtual-links

OSPF Configuration Examples

For all examplesin this section, refer to the configuration shown in Figure 10 on page 169.

The following configuration commands for router R1.:

e Determine the | P address for each interface

e Specify the static routes configured on the router
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»  Determine its OSPF configuration

B
I Create the various | P interfaces.

B
interface create ip to-r2 address-netmask 120.190.1.1/16 port et.1.2

interface create ip to-r3 address-netmask 130.1.1.1/16 port €t.1.3

interface create ip to-r41 address-netmask 140.1.1.1/24 port et.1.4

interface create ip to-r42 address-netmask 140.1.2.1/24 port et.1.5

interface create ip to-ré address-netmask 140.1.3.1/24 port €t.1.6

B A
I Configure default routes to the other subnets reachable through R2.

l+++++++++++H+++H+H+H
ip add route 202.1.0.0/16 gateway 120.1.1.2

ip add route 160.1.5.0/24 gateway 120.1.1.2

B o
I OSPF Box Level Configuration
l+++++++++++H+++H+H++H
ospf start

ospf create area 140.1.0.0

ospf create area backbone

ospf set ase-defaults cost 4
B o
I OSPF Interface Configuration
l+++++++++++H+++H+H++H
ospf add interface 140.1.1.1 to-area 140.1.0.0

ospf add interface 140.1.2.1 to-area 140.1.0.0

ospf add interface 140.1.3.1 to-area 140.1.0.0

ospf add interface 130.1.1.1 to-area backbone

Exporting All Interface & Satic Routesto OSPF

Router R1 has several static routes. We would export these static routes as type-2 OSPF routes. The
interface routes would be redistributed as type-1 OSPF routes.

1. Create a OSPF export destination for type-1 routes since we would like to redistribute certain
routes into OSPF as type 1 OSPF-ASE routes.

ip-router policy create ospf-export-destination ospfExpDstTypel type 1 metric 1

2. Create a OSPF export destination for type-2 routes since we would like to redistribute certain

routes into OSPF as type 2 OSPF-ASE routes.

ip-router policy create ospf-export-destination ospfExpDst Type2 type 2 metric 4

3. Create a Static export source since we would like to export static routes.

ip-router policy create static-export-sour ce statExpSrc
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4. Create aDirect export source since we would like to export interface/direct routes.

ip-router policy create direct-export-source directExpSrc

5. Create the Export-Policy for redistributing all interface routes and static routes into OSPF.

ip-router policy export destination ospfExpDstTypel source directExpSrc network all
ip-router policy export destination ospfExpDstType2 sour ce statExpSrc network all

Exporting All RIP, Interface & Satic Routesto OSPF
Note:  Also export interface, static, RIP, OSPF, and OSPF-ASE routesinto RIP.

In the configuration shown in Figure 10 on page 169, RIP Version 2 is configured on the interfaces
of routers R1 and R2, which are attached to the sub-network 120.190.0.0/16.

Wewould like to redistribute these RIP routes as OSPF type-2 routes and associate the tag 100 with
them. Router R1 would also like to redistribute its static routes astype 2 OSPF routes. Theinterface
routes are to be redistributed as type 1 OSPF routes.

Router R1 would like to redistribute its OSPF, OSPF-A SE, RIP, Static and Interface/Direct routes
into RIP.

1. Enable RIP oninterface 120.190.1.1/16.

rip add interface 120.190.1.1
rip set interface 120.190.1.1 version 2 type multicast

2. Create a OSPF export destination for type-1 routes.

ip-router policy create ospf-expor t-destination ospfExpDst Typel type 1 metric 1

3. Create a OSPF export destination for type-2 routes.

ip-router policy create ospf-export-destination ospfExpDst Type2 type 2 metric 4

4. Create a OSPF export destination for type-2 routes with atag of 100.

ip-router policy create ospf-expor t-destination ospfExpDst Type2t100 type 2 tag 100 metric 4

5. Create aRIP export source.

ip-router policy createrip-export-sourceripExpSrc

Enterasys X-Pedition User Reference Manual 167



OSPF Configuration Examples

10.

11.

12.
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Create a Static export source.

ip-router policy create static-export-sour ce statExpSrc

Create a Direct export source.

ip-router policy create direct-export-source directExpSrc

Create the Export-Policy for redistributing all interface, RIP and static routes into OSPF.

ip-router policy export destination ospfExpDstTypel source directExpSrc network all
ip-router policy export destination ospfExpDstType2 source statExpSrc network all
ip-router policy export destination ospfExpDstType2t100 source ripExpSrc network all

Create a RIP export destination.

ip-router policy createrip-export-destination ripExpDst

Create OSPF export source.

ip-router policy create ospf-export-sour ce ospfExpSrc type OSPF

Create OSPF-ASE export source.

ip-router policy create ospf-export-sour ce ospfAseExpSrc type OSPF-ASE

Create the Export-Policy for redistributing all interface, RIP, static, OSPF and OSPF-ASE
routesinto RIP.

ip-router policy export destination ripExpDst source statExpSrc network all
ip-router policy export destination ripExpDst source ripExpSrc network all
ip-router policy export destination ripExpDst source directExpSrc network all
ip-router policy export destination ripExpDst source ospfExpSrc network all
ip-router policy export destination ripExpDst sour ce ospfAseExpSrc network all
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Figure 10. Exportingto OSPF
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Chapter 15

BGP Configuration
Guide

BGP Overview

The Border Gateway Protocol (BGP) is an exterior gateway protocol that allows I P routersto
exchange network reachability information. BGP became an internet standard in 1989 (RFC 1105)
and the current version, BGP-4, was published in 1994 (RFC 1771). BGP typically runs between
Internet Service Providers. It is aso frequently used by multi-homed ISP customers and large
commercia networks.

Note: BGP management traps are not supported in this release.

Autonomous systems that wish to connect their networks must agree on a method of exchanging
routing information. Interior gateway protocols such as RIP and OSPF may be inadequate for this
task since they were not designed to handle multi-AS, policy, and security issues. Similarly, using
static routes may not be the best choice for exchanging AS-AS routing information because there
may be alarge number of routes, or the routes may change often.

Note:  Thischapter usesthe term Autonomous System (AS) throughout. An ASisdefined as a set
of routers under a central technical administration that has a coherent interior routing plan
and accurately portrays to other ASs what routing destinations are reachable by way of it.

In an environment where using static routes is not feasible, BGP is often the best choice for an AS-
AS routing protocol. BGP prevents the introduction of routing loops created by multi-homed and
meshed AStopologies. BGP also provides the ability to create and enforce policies at the AS level,
such as selectively determining which AS routes are to be accepted or what routes are to be
advertised to BGP peers.
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The XP BGP Implementation

The XP routing protocol implementation is based on GateD 4.0.3 code (http://www.gated.org).
GateD isamodular software program consisting of core services, a routing database, and protocol
modules supporting multiple routing protocols (RIP versions 1 and 2, OSPF version 2, BGP
version 2 through 4, and Integrated |S-1S).

Since the XP IP routing code is based upon GateD, BGP can also be configured using a GateD
configuration file (gated.conf) instead of the XP Command Line Interface (CL1). Additionally,
even if the XP is configured using the CL, the gated.conf equivalent can be displayed by entering
theip-router show configuration-file command at the XP Enable prompt.

VLANS, interfaces, ACLSs, and many other XP configurable entities and functionality can only be
configured using the XP CL1. Therefore, a gated.conf file is dependent upon some XP CLI
configuration.

Basic BGP Tasks

172

This section describes the basic tasks necessary to configure BGP on the XP. Due to the abstract
nature of BGP, many BGP designs can be extremely complex. For any one BGP design challenge,
there may only be one solution out of many that is relevant to common practice.

When designing a BGP configuration, it may be prudent to refer to information in RFCs, Internet
drafts, and books about BGP. Some BGP designs may also require the aid of an experienced BGP
network consultant.

Basic BGP configuration involves the following tasks:
e Setting the autonomous system number

e Setting the router ID

e Creating a BGP peer group

* Adding and removing a BGP peer host

e Starting BGP

e Using AS path regular expressions

» Using AS path prepend
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Setting the Autonomous System Number

An autonomous system number identifies your autonomous system to other routers. To set the XP's
autonomous system number, enter the following command in Configure mode.

Set the XP's autonomous system ip-router global set autonomous-system <numi1>
number. loops <num2>

The autonomous-system <numl> parameter setsthe AS number for the router. Specify a number
from 1-65534. The loops <num2> parameter controls the number of timesthe AS may appear in
the as-path. The default is 1.

Setting the Router ID

Therouter ID uniquely identifies the XP. To set the router ID to be used by BGP, enter the
following command in Configure mode.

Set the XP'srouter ID. ip-router global set router-id <hostname-or-1Paddr>

If you do not explicitly specify the router ID, then an ID is chosen implicitly by the XP. A
secondary address on the loopback interface (the primary address being 127.0.0.1) is the most
preferred candidate for selection as the XP'srouter ID. If there are no secondary addresses on the
loopback interface, the default router ID is set to the address of thefirst interface the X P encounters
in the up state (except the interface en0, which isthe Control Modul€'s interface). The address of a
non point-to-point interface is preferred over the local address of a point-to-point interface. If the
router 1D isimplicitly chosen to be the address of a non-loopback interface, and if that interface
were to go down, then the router ID is changed. When the router ID changes, an OSPF router hasto
flush al its LSAs from the routing domain.

If you explicitly specify arouter ID, then it would not change, even if al interfaces were to go
down.
Configuring a BGP Peer Group

A BGP peer group isagroup of neighbor routersthat have the same update policies. To configure a
BGP peer group, enter the following command in Configure mode:

Configure a BGP peer group. bgp create peer-group <number-or-string>
type external|internal|routing
[autonomous-system <number>]

[proto any|rip|ospf|static]

[interface <interface-name-or-ipaddr> |all]

Note:  The XP will display interface names up to 32 charactersin length.
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where:

peer-group <number-or-string>
Isagroup 1D, which can be anumber or a character string.

type  Specifiesthe type of BGP group you are adding. You can specify one of the following:

external Inthe classic external BGP group, full policy checking is applied to al
incoming and outgoing advertisements. The external neighbors must be
directly reachable through one of the machine's local interfaces.

routing  Aninternal group which usesthe routes of an interior protocol to resolve
forwarding addresses. Type Routing groups will determine the immediate next
hops for routes by using the next hop received with aroute from a peer asa
forwarding address, and using this to look up an immediate next hop in an
IGP's routes. Such groups support distant peers, but need to be informed of the
| GP whose routes they are using to determine immediate next hops. This
implementation comes closest to the IBGP implementation of other router
vendors.

internal  Aninternal group operating where there is no IP-level IGP, for example an
SMDS network. Type Internal groups expect all peersto be directly attached to
ashared subnet so that, like external peers, the next hops received in BGP
advertisements may be used directly for forwarding. All Internal group peers
should be L2 adjacent.

autonomous-system <number>
Specifies the autonomous system of the peer group. Specify a number from 1 —65534.

proto  Specifiestheinterior protocol to be used to resolve BGP next hops. Specify one of the

following:

any Use any igp to resolve BGP next hops.
rip Use RIP to resolve BGP next hops.
ospf Use OSPF to resolve BGP next hops.

static Use static to resolve BGP next hops.

interface <name-or-1Paddr> | all
Interfaces whose routes are carried via the IGP for which third-party next hops may be
used instead. Use only for type Routing group. Specify the interface or all for all
interfaces.

Note:  The XP will display interface names up to 32 charactersin length.
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Adding and Removing a BGP Peer
There are two waysto add BGP peersto peer groups. You can explicitly add a peer host, or you can
add a network. Adding a network allows for peer connections from any addressesin the range of

network and mask pairs specified in the bgp add network command.

To add BGP peersto BGP peer groups, enter one of the following commands in Configure mode.

Add a host to a BGP peer group. | bgp add peer-host <ipaddr> group <number-or-string>

Add anetwork to a BGP peer bgp add network <ip-addr-mask>|all group <number-or-
group. string>

You may also remove a BGP peer from a peer group. To do so, enter the following command in
Configure mode:

Remove a host from a BGP peer bgp clear peer-host <ipaddr>
group.

Sarting BGP

BGP is disabled by default. To start BGP, enter the following command in Configure mode.

Start BGP. bgp start

Using AS-Path Regular Expressions

An AS-path regular expression isaregular expression where the alphabet is the set of AS numbers.
An AS-path regular expression is composed of one or more AS-path expressions. An AS-path
expression is composed of AS path terms and AS-path operators.

An AS path term is one of the following three objects:

autonomous_system
Is any valid autonomous system number, from one through 65534 inclusive.

. (dot)
Matches any autonomous system number.

(aspath_regexp)
Parentheses group subexpressions. An operator, such as* or ? works on a single element or
on aregular expression enclosed in parentheses.

An AS-path operator is one of the following:
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aspath_term {m,n}
A regular expression followed by {m,n} (where m and n are both non-negative integers and
m <= n) means at least m and at most n repetitions.

aspath_term {m}
A regular expression followed by {m} (where m is a positive integer) means exactly m
repetitions.

aspath_term {m,}
A regular expression followed by {m,} (where mis a positive integer) means m or more
repetitions.

aspath_term *

An AS path term followed by * means zero or more repetitions. Thisis shorthand for {0,}.
aspath_term +
A regular expression followed by + means one or more repetitions. Thisis shorthand for

{1}

aspath_term ?
A regular expression followed by ? means zero or one repetition. Thisis shorthand for {0,1}.

aspath_term | aspath_term
Matches the AS term on the left, or the AS term on theright.

For example:

(4250 .*) Means anything beginning with 4250.
(* 6301 .*) Means anything with 6301.

(* 4250) M eans anything ending with 4250.

(. * 1104]1125|1888|1135 .*)
Means anything containing 1104 or 1125 or 1888 or 1135.

AS-path regular expressions are used as one of the parameters for determining which routes are
accepted and which routes are advertised.

AS-Path Regular Expression Examples

176

To import MCI routes with a preference of 165:

ip-router policy create bgp-import-source mciRoutes aspath-regular-expression “(.* 3561 .*)" origin any
sequence-number 10
ip-router policy import source mciRoutes network all preference 165
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To import all routes (.* matches all AS paths) with the default preference:

ip-router policy create bgp-import-source allOthers aspath-regular-expression “(.*)” origin any sequence-
number 20
ip-router policy import source allOthers network all

To export all active routes from 284 or 813 or 814 or 815 or 816 or 3369 or 3561 to autonomous
system 64800.

ip-router policy create bgp-export-destination to-64800 autonomous-system 64800

ip-router policy create aspath-export-source allRoutes aspath-regul ar-expression
“(.*(284|813|814|815|816|3369|3561) .*)" origin any protocol all

ip-router policy export destination to-64800 source allRoutes network all

Using the AS Path Prepend Feature

When BGP compares two advertisements of the same prefix that have differing AS paths, the
default action isto prefer the path with the lowest number of transit AS hops; in other words, the
preference isfor the shorter AS path length. The AS path prepend feature is a way to manipulate
AS path attributes to influence downstream route selection. AS path prepend involvesinserting the
originating AS into the beginning of the AS prior to announcing the route to the exterior neighbor.

Lengthening the AS path makes the path |ess desirabl e than would otherwise be the case. However,
this method of influencing downstream path selection is feasible only when comparing prefixes of
the same length because an instance of a more specific prefix alwaysis preferable.

On the XP, the number of instances of an ASthat are put in the route advertisement is controlled by
the as-count option of the bgp set peer-host command.

The following is an example:

#

# insert two instances of the AS when advertising the route to this peer
#

bgp set peer-host 194.178.244.33 group ninet as-count 2

#

# insert three instances of the AS when advertising the route to this

# peer

#

bgp set peer-host 194.109.86.5 group webnet as-count 3

Notes on Using the AS Path Prepend Feature

» Usethe as-count option for externa peer-hosts only.
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If the as-count option is entered for an active BGP session, routes will not be resent to reflect
the new setting. To have routes reflect the new setting, you must restart the peer session. To do
this:

a. Enter Configure mode.

b. Negate the command that adds the peer-host to the peer-group. (If this causes the number
of peer-hosts in the peer-group to drop to zero, then you must also negate the command
that creates the peer group.)

c. Exit Configure mode.

d. Re-enter Configure mode.

e. Add the peer-host back to the peer-group.

If the as-count option is part of the startup configuration, the above steps are unnecessary.

BGP Configuration Examples

This section presents sample configurations illustrating BGP features. The following features are
demonstrated:

BGP peering

Internal BGP (IBGP)

External BGP (EBGP) multihop

BGP community attribute

BGP local preference (local_pref) attribute
BGP Multi-Exit Discriminator (MED) attribute
EBGP aggregation

Route reflection

BGP Peering Session Example

178

The router process used for a specific BGP peering session is known as a BGP speaker. A single
router can have several BGP speakers. Successful BGP peering depends on the establishment of a
neighbor relationship between BGP speakers. Thefirst step in creating aBGP neighbor relationship
is the establishment of a TCP connection (using TCP port 179) between peers.

A BGP Open message can then be sent between peers across the TCP connection to establish
various BGP variables (BGP Version, AS number (ASN), hold time, BGP identifier, and optional
parameters). Upon successful completion of the BGP Open negotiations, BGP Update messages
containing the BGP routing table can be sent between peers.
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BGP does not require a periodic refresh of the entire BGP routing table between peers. Only
incremental routing changes are exchanged. Therefore, each BGP speaker is required to retain the
entire BGP routing table of their peer for the duration of the peer’s connection.

BGP “keepalive” messages are sent between peers periodically to ensure that the peers stay
connected. If one of the routers encounters a fatal error condition, a BGP notification message is
sent to its BGP peer, and the TCP connection is closed.

Figure 11 illustrates a sample BGP peering session.

- — -

10.0.0.1/16 10.0.0.2/16

|
|
11 XP2 |
|
|
|

|
|
|
|
|
I

— . . = _— - . . . .

L egend:
Physical Link

> Peering Relationship

Figure 11. Sample BGP Peering Session
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The CLI configuration for router XP1 is as follows:

interface createip et.1.1 address-netmask 10.0.0.1/16 port et.1.1
z Set the AS of the router

ﬁ)-router global set autonomous-system 1

z Set the router 1D

ﬁa—router globa set router-id 10.0.0.1

z Create EBGP peer group pglw?2 for peering with AS 2

ﬁgp create peer-group pglw?2 type externa autonomous-system 2
zAdd peer host 10.0.0.2 to group pglw?2

ﬁgp add peer-host 10.0.0.2 group pglw?2

bgp start

The gated.conf file for router XP1 is as follows:

autonomoussystem 1 ;
routerid 10.0.0.1;
bgp yes{
group type external peeras 2

{
peer 10.0.0.2

h

The CLI configuration for router XP2 is as follows:

interface create ip et.1.1 address-netmask 10.0.0.2/16 port et.1.1
ip-router global set autonomous-system 2

ip-router global set router-id 10.0.0.2

bgp create peer-group pg2w1 type externa autonomous-system 1
bgp add peer-host 10.0.0.1 group pg2w1l

bgp start
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The gated.conf file for router XP2 is asfollows:

autonomoussystem 2 ;
routerid 10.0.0.2 ;
bgp yes{
group type external peeras 1

{
peer 10.0.0.1

IBGP Configuration Example

Connections between BGP speakers within the same AS are referred to as internal links. A peer in
the same ASisan internal peer. Internal BGP is commonly abbreviated IBGP; external BGP is
EBGP.

An ASthat hastwo or more EBGP peersisreferred to as amultihomed AS. A multihomed AS can
“transit” traffic between two ASs by advertising to one ASroutesthat it learned from the other AS.
To successfully provide transit services, all EBGP speakersin the transit AS must have a consistent
view of al of the routes reachable through their AS.

Multihomed transit ASs can use |BGP between EBGP-speaking routers in the AS to synchronize
their routing tables. IBGP requires a full-mesh configuration; all EBGP speaking routers must have
an IBGP peering session with every other EBGP speaking router in the AS.

An IGP, like OSPF, could possibly be used instead of IBGP to exchange routing information
between EBGP speakerswithin an AS. However, injecting full Internet routes (50,000+ routes) into
an |GP puts an expensive burden on the |GP routers. Additionally, |GPs cannot communicate all of
the BGP attributes for a given route. It is, therefore, recommended that an IGP not be used to
propagate full Internet routes between EBGP speakers. IBGP should be used instead.

IBGP Routing Group Example

An IBGP Routing group uses the routes of an interior protocol to resolve forwarding addresses. An
IBGP Routing group will determine the immediate next hops for routes by using the next hop
received with aroute from a peer as a forwarding address, and using thisto look up an immediate
next hop in an IGP's routes. Such groups support distant peers, but need to be informed of the IGP
whose routes they are using to determine immediate next hops. This implementation comes closest
to the IBGP implementation of other router vendors.

You should use the IBGP Routing group as the mechanism to configure the XP for IBGP. If the
peers are directly connected, then IBGP using group-type Internal can also be used. Note that for
running IBGP using group-type Routing you must run an |GP such as OSPF to resolve the next
hops that come with external routes. You could also use protocol any so that all protocols are
eligible to resolve the BGP forwarding address.
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Figure 12 shows a sample BGP configuration that uses the Routing group type.

/ N
| AS-64801 \
| |
10.12.1.1/30 . 10.12.1.6/30 |
| Cisco
| |
| 100 172.23.1.25/30 |
| A |
| OSPF |
| |
| 10.12.1.2/30 10.12.1.5/30 |
| XP4 IBGP XP1 |
|
: 172.23.1.5/30 172.23.1.10/30 |
|
|
| |
| M |
100 172.23.1.26/30
| |
|
| 172.23.1.6/30 XP6 172.23.1.9/30 |
|
\ |
“ /

Figure 12. Sample | BGP Configuration (Routing Group Type)

182 Enterasys X-Pedition User Reference Manual



BGP Configuration Examples

In this example, OSPF is configured as the IGP in the autonomous system. The following linesin
the router XP6 configuration file configure OSPF:

#

# Create a secondary address for the loopback interface

#

interface add ip 100 address-netmask 172.23.1.26/30

ospf create area backbone

ospf add interface to-X P4 to-area backbone

ospf add interface to-X P1 to-area backbone

#

# Thisline is necessary because we want CISCO to peer with our loopback
# address.This will make sure that the loopback address gets announced
#into OSPF domain

#

ospf add stub-host 172.23.1.26 to-area backbone cost 1

ospf set interface to-XP4 priority 2

ospf set interface to-XP1 priority 2

ospf set interface to-XP4 cost 2

ospf start

The following lines in the Cisco router configure OSPF:

The following lines on the CISCO 4500 configures it for OSPF.
router ospf 1

network 10.12.1.1 0.0.0.0 area0

network 10.12.1.6 0.0.0.0 area 0

network 172.23.1.14 0.0.0.0 area 0

The following lines in the XP6 set up peering with the Cisco router using the Routing group type.

# Create ainternal routing group.

bgp create peer-group ibgpl type routing autonomous-system 64801 proto any interface all
# Add CISCO to the above group

bgp add peer-host 172.23.1.25 group ibgpl

# Set our local address. Thislineis necessary because we want CISCO to

# peer with our loopback

bgp set peer-group ibgpl local-address 172.23.1.26

# Start BGP

bgp start
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The following lines on the Cisco router set up IBGP peering with router X P6.

router bgp 64801
I

I Disable synchronization between BGP and IGP
!
no synchronization
neighbor 172.23.1.26 remote-as 64801
|

I Allow internal BGP sessions to use any operationa interface for TCP
I connections
|

neighbor 172.23.1.26 update-source L oopback0

IBGP Internal Group Example
The IBGP Internal group expects all peersto be directly attached to a shared subnet so that, like

external peers, the next hops received in BGP advertisements may be used directly for forwarding.
All Internal group peers should be L2 adjacent.
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Figure 13 illustrates a sample IBGP Internal group configuration.
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L egend
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Figure 13. Sample IBGP Configuration (Internal Group Type)

The CLI configuration for router XP1 is as follows:

ip-router global set autonomous-system 1

bgp create peer-group int-ibgp-1 type internal autonomous-system 1
bgp add peer-host 16.122.128.2 group int-ibgp-1

bgp add peer-host 16.122.128.8 group int-ibgp-1

bgp add peer-host 16.122.128.9 group int-ibgp-1
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The gated.conf file for router XP1 is asfollows:

autonomoussystem 1 ;

routerid 16.122.128.1 ;

bgp yes{
traceoptions aspath detail packets detail open detail update ;

group typeinternal peeras 1

{ peer 16.122.128.2
peer 16,122.128.8
peer 16.122.128.9

b ’

The CLI configuration for router XP2 is as follows:

ip-router global set autonomous-system 1

bgp create peer-group int-ibgp-1 type internal autonomous-system 1
bgp add peer-host 16.122.128.1 group int-ibgp-1

bgp add peer-host 16.122.128.8 group int-ibgp-1

bgp add peer-host 16.122.128.9 group int-ibgp-1

The gated.conf file for router XP2 is as follows:

autonomoussystem 1

routerid 16.122.128.2 ;

bgp yes{
traceoptions aspath detail packets detail open detail update ;

group typeinternal peeras 1

{ peer 16.122.128.1
peer 16.122.128.8
peer EI.6.122.128.9

h |

Enterasys X-Pedition User Reference Manual



BGP Configuration Examples

The configuration for router C1 (a Cisco router) is as follows:

router bgp 1

no synchronization

network 16.122.128.0 mask 255.255.255.0

network 17.122.128.0 mask 255.255.255.0
neighbor 16.122.128.1 remote-as 1

neighbor 16.122.128.1 next-hop-self

neighbor 16.122.128.1 soft-reconfiguration inbound
neighbor 16.122.128.2 remote-as 1

neighbor 16.122.128.2 next-hop-self

neighbor 16.122.128.2 soft-reconfiguration inbound
neighbor 16.122.128.9 remote-as 1

neighbor 16.122.128.9 next-hop-self

neighbor 16.122.128.9 soft-reconfiguration inbound
neighbor 18.122.128.4 remote-as 4

The configuration for router C2 (a Cisco router) is as follows:

router bgp 1

no synchronization

network 16.122.128.0 mask 255.255.255.0

network 17.122.128.0 mask 255.255.255.0
neighbor 14.122.128.5 remote-as 5

neighbor 16.122.128.1 remote-as 1

neighbor 16.122.128.1 next-hop-self

neighbor 16.122.128.1 soft-reconfiguration inbound
neighbor 16.122.128.2 remote-as 1

neighbor 16.122.128.2 next-hop-self

neighbor 16.122.128.2 soft-reconfiguration inbound
neighbor 16.122.128.8 remote-as 1

neighbor 16.122.128.8 next-hop-self

neighbor 16.122.128.8 soft-reconfiguration inbound

EBGP Multihop Configuration Example

EBGP Multihop refers to a configuration where external BGP neighbors are not connected to the
same subnet. Such neighbors are logically, but not physically connected. For example, BGP can be
run between external neighbors across non-BGP routers. Some additional configuration is required
to indicate that the external peers are not physically attached.
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This sample configuration shows External BGP peers, XP1 and X P4, which are not connected to
the same subnet.
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16.122.128.1/16 |
17.122.128.3/16

|

| 18.122.128.3/16
/

/ AS-64801 A\
18.122.128.2/16

L egend:

Physical Link xPa

> Peering Relationship

The CLI configuration for router XP1 is as follows:

bgp create peer-group ebgp_multihop autonomous-system 64801 type external
bgp add peer-host 18.122.128.2 group ebgp_multihop
I

I Specify the gateway option, which indicates EBGP multihop. Set the

I gateway option to the address of the router that has aroute to the

I peer.

!

bgp set peer-host 18.122.128.2 gateway 16.122.128.3 group ebgp_multihop
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The gated.conf file for router XP1 is asfollows:

autonomoussystem 64800 ;

routerid 0.0.0.1;

bgp yes{
traceoptions state ;

group type external peeras 64801

{
peer 18.122.128.2
gateway 16.122.128.3
h
b
static {
18.122.0.0 masklen 16
gateway 16.122.128.3
b

The CLI configuration for router XP2 is as follows:

interface create ip to-R1 address-netmask 16.122.128.3/16 port et.1.1
interface create ip to-R3 address-netmask 17.122.128.3/16 port et.1.2
#

# Static route needed to reach 18.122.0.0/16

#

ip add route 18.122.0.0/16 gateway 17.122.128.4

The gated.conf file for router XP2 is as follows:

static {
18.122.0.0 masklen 16
gateway 17.122.128.4

h

The CLI configuration for router XP3 is as follows:

interface create ip to-R2 address-netmask 17.122.128.4/16 port €t.4.2
interface create ip to-R4 address-netmask 18.122.128.4/16 port et.4.4
ip add route 16.122.0.0/16 gateway 17.122.128.3
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The gated.conf file for router XP3 is asfollows:

static {
16.122.0.0 masklen 16
gateway 17.122.128.3

The CLI configuration for router XP4 is as follows:

bgp create peer-group ebgp_multihop autonomous-system 64801 type external
bgp add peer-host 18.122.128.2 group ebgp_multihop
|

1 Specify the gateway option, which indicates EBGP multihop. Set the
| gateway option to the address of the router that has a route to the

| peer.

|

bgp set peer-host 18.122.128.2 gateway 16.122.128.3 group ebgp_multihop

The gated.conf file for router XP4 is asfollows:

autonomoussystem 64800 ;

routerid 0.0.0.1 ;

bgp yes{
traceoptions state ;

group type external peeras 64801

{
peer 18.122.128.2

gateway 16.122.128.3

Community Attribute Example

The following configuration illustrates the BGP community attribute. Community is specified as
one of the parametersin the optional attributeslist option of the ip-router policy create
command.

Figure 14 shows a BGP configuration where the specific community attribute is used. Figure 15
shows a BGP configuration where the well-known community attribute is used.
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Figure 14. Sample BGP Configuration (Specific Community)
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Figure 15. Sample BGP Configuration (Well-Known Community)

The Community attribute can be used in three ways:

1

In a BGP Group statement: Any packets sent to this group of BGP peerswill have the
communities attribute in the BGP packet modified to be this communities attribute value from
thisAS.

In an Import Statement: Any packets received from a BGP peer will be checked for the
community attribute. The optional-attributes-list option of the ip-router policy create
command allows the specification of an import policy based on optional path attributes (for
instance, the community attribute) found in the BGP update. If multiple communities are
specified in the optional-attributes-list option, only updates carrying all of the specified
communities will be matched. If well-known-community none is specified, only updates
lacking the community attribute will be matched.

Note that it is quite possible for several BGP import clauses to match a given update. If more
than one clause matches, the first matching clause will be used; al later matching clauses will
be ignored. For thisreason, it is generally desirable to order import clauses from most to |east
specific. Animport clause without an optional-attributes-list option will match any update
with any (or no) communities.
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In Figure 15, router XP11 has the following configuration:

#

# Create an optiona attribute list with identifier colorl for acommunity

# attribute (community-id 160 AS 64901)

#

ip-router policy create optional-attributes-list colorl community-id 160 autonomous-system 64901

#

# Create an optiona attribute list with identifier color2 for a community

# attribute (community-id 155 AS 64901)

#

ip-router policy create optional-attributes-list color2 community-id 155 autonomous-system 64901

#

# Create a BGP import source for importing routes from AS 64900 containing the

# community attribute (community-id 160 AS 64901). Thisimport sourceis given an

# identifier 901colorl and sequence-number 1.

#

ip-router policy create bgp-import-source 901colorl optional-attributes-list colorl autonomous-system 64900 sequence-
number 1

ip-router policy create bgp-import-source 901color2 optional-attributes-list color2 autonomous-system 64900 sequence-
number 2

ip-router policy create bgp-import-source 901color3 optional-attributes-list colorl autonomous-system 64902 sequence-
number 3

ip-router policy create bgp-import-source 901color4 optional-attributes-list color2 autonomous-system 64902 sequence-
number 4

#

# Import all routes matching BGP import source 901colorl (from AS 64900 having

# community attribute with ID 160 AS 64901) with a preference of 160

#

ip-router policy import source 901colorl network all preference 160

ip-router policy import source 901color2 network all preference 155

ip-router policy import source 901color3 network all preference 160

ip-router policy import source 901color4 network all preference 155

In Figure 15, router XP13 has the following configuration:

ip-router policy create optional-attributes-list colorl community-id 160 autonomous-system 64902

ip-router policy create optional-attributes-list color2 community-id 155 autonomous-system 64902

ip-router policy create bgp-import-source 902colorl optional-attributes-list colorl autonomous-system 64899 sequence-
number 1

ip-router policy create bgp-import-source 902col or2 optional-attributes-list color2 autonomous-system 64899 sequence-
number 2

ip-router policy create bgp-import-source 902col or3 optional-attributes-list colorl autonomous-system 64901 sequence-
number 3

ip-router policy create bgp-import-source 902col or4 optional-attributes-list color2 autonomous-system 64901 sequence-
number 4

ip-router policy import source 902colorl network all preference 160

ip-router policy import source 902color2 network all preference 155

ip-router policy import source 902color3 network all preference 160

ip-router policy import source 902color4 network all preference 155

3. Inan Export Statement: The optional-attributes-list option of the ip-router policy create
bgp-export-destination command may be used to send the BGP community attribute. Any
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communities specified with the optional-attributes-list option are sent in addition to any
received in the route or specified with the group.

In Figure 15, router XP10 has the following configuration:

#

# Create an optiona attribute list with identifier colorl for acommunity

# attribute (community-id 160 AS 64902)

#

ip-router policy create optional-attributes-list colorl community-id 160 autonomous-system 64902
#

# Create an optiona attribute list with identifier color2 for acommunity

# attribute (community-id 155 AS 64902)

#

ip-router policy create optional -attributes-list color2 community-id 155 autonomous-system 64902
#

# Create a direct export source

#

ip-router policy create direct-export-source 900toanydir metric 10

#

# Create BGP export-destination for exporting routes to AS 64899 containing the

# community attribute (community-id 160 AS 64902). This export-destination has an

# identifier 900to899dest

#

ip-router policy create bgp-export-destination 900to899dest autonomous-system 64899 optional -attributes-list colorl
ip-router policy create bgp-export-destination 900to901dest autonomous-system 64901 optional -attributes-list color2
#

# Export routes to AS 64899 with the community attribute (community-id 160 AS

# 64902)

#

ip-router policy export destination 900t0899dest source 900toanydir network all

ip-router policy export destination 900to901dest source 900toanydir network all

In Figure 15, router XP14 has the following configuration:

ip-router policy create bgp-export-destination 899t0900dest autonomous-system 64900 optional -attributes-list colorl
ip-router policy create bgp-export-destination 899t0902dest autonomous-system 64902 optional -attributes-list color2
ip-router palicy create bgp-export-source 900toany autonomous-system 64900 metric 10

ip-router policy create optional-attributes-list colorl community-id 160 autonomous-system 64901

ip-router policy create optional-attributes-list color2 community-id 155 autonomous-system 64901

ip-router policy export destination 899t0900dest source 899toanydir network all

ip-router policy export destination 899t0902dest source 899toanydir network all

Any communities specified with the optional-attributes-list option are sent in addition to any
received with the route or associated with a BGP export destination.

The community attribute may be a single community or a set of communities. A maximum of 10
communities may be specified.

The community attribute can take any of the following forms;

e Specific community
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The specific community consists of the combination of the AS-value and community 1D.
e Well-known-community no-export

Well-known-community no-export is a special community which indicates that the routes
associated with this attribute must not be advertised outside a BGP confederation boundary.
Since the XP's implementation does not support Confederations, this boundary isan AS
boundary.

For example, router XP10 in Figure 15 has the following configuration:

ip-router policy create optional-attributes-list noexport well-known-community no-export

ip-router policy create bgp-export-destination 900to901dest autonomous-system 64901 optional -attributes-
list noexport

ip-router policy export destination 900t0901dest source 900to901src network all

ip-router policy export destination 900to901dest source 900to901dir network all

*  Well-known-community no-advertise

Well-known-community no-advertiseis a special community indicating that the routes
associated with this attribute must not be advertised to other bgp peers. A packet can be
modified to contain this attribute and passed to its neighbor. However, if a packet is received
with this attribute, it cannot be transmitted to another BGP peer.

e Well-known-community no-export-subconfed

Well-known-community no-export-subconfed is a special community indicating the routes
associated with this attribute must not be advertised to external BGP peers. (Thisincludes peers
in other members' autonomous systems inside a BGP confederation.)

A packet can be modified to contain this attribute and passed to its neighbor. However, if a
packet isreceived with this attribute, the routes (prefix-attribute pair) cannot be advertised to an
external BGP peer.

e Well-known-community none

Thisisnot actually acommunity, but rather akeyword that specifiesthat areceived BGP update
isonly to be matched if no communities are present. It has no effect when originating
communities.

Notes on Using Communities

When originating BGP communities, the set of communities that is actually sent isthe union of the
communities received with the route (if any), those specified in group policy (if any), and those
specified in export policy (if any).

When receiving BGP communities, the update is only matched if all communities specified in the

optional-attributes-list option of the ip-router policy create command are present in the BGP
update. (If additional communities are also present in the update, it will still be matched.)
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L ocal Preference Examples

There are two methods of specifying the local preference with the bgp set peer-group command:

»  Setting the local-pref option. This option can only be used for the internal, routing, and |IGP
group types and is not designed to be sent outside of the AS.

e Setting the set-pref option, which allows GateD to set the local preferenceto reflect GateD’s
owninternal preferencefor the route, asgiven by the global protocol preference value. Notethat
in this case, local preference is afunction of the GateD preference and set-pref options.

Figure 16 shows a BGP configuration that uses the BGP |local preference attributein a sample BGP
configuration with two autonomous systems. All traffic exits Autonomous System 64901 through
the link between router XP13 and router XP11. Thisis accomplished by configuring a higher local
preference on router X P13 than on router XP12. Because local preference is exchanged between
the routers within the AS, all traffic from AS 64901 is sent to X P13 as the exit point.
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Figure 16. Sample BGP Configuration (L ocal Preference)

The following sections explain how to configure the local preference using the local-pref and the

set-pref options.

Enterasys X-Pedition User Reference Manual

197



BGP Configuration Examples

Using the local-pref Option

For router XP12's CL1 configuration file, local-pref is set to 194:

bgp set peer-group as901 local-pref 194

For router XP13, local-pref is set to 204.

bgp set peer-group as901 local-pref 204

Using the set-pref Option

198

The formula used to compute the local preferenceis as follows:

Local_Pref = 254 — (global protocol preference for this route) + set-pref metric

Note: A value greater than 254 will be reset to 254. GateD will only send Local_Pref values
between 0 and 254.

In amixed GateD and non-GateD network, the non-GateD I1BGP implementation may send
Local_Pref values that are greater than 254. When operating a mixed network of this type, you
should make sure that al routers are restricted to sending Local_Pref valuesin the range metric to
254,

In router XP12's CLI configuration file, the import preferenceis set to 160:

#

# Set the set-pref metric for the IBGP peer group

#

bgp set peer-group as901 set-pref 100

ip-router policy create bgp-import-source as900 autonomous-system 64900 preference 160

Using the formulafor local preference [Local_Pref = 254 - (global protocol preference for this
route) + metric], the Local_Pref value put out by router XP12 is 254 - 160+100 = 194.

For router XP13, the import preferenceis set to 150. The Local_Pref value put out by router XP13
is 254 - 150+100 = 204.

ip-router policy create bgp-import-source as900 autonomous-system 64900 preference 150

Note the following when using the set-pref option:

e All routersin the same network that are running GateD and participating in IBGP should use
the set-pref option, and the set-pref metric should be set to the same value.
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For example, in Figure 16, routers XP12, XP13, and XP14 have the following linein their CLI
configuration files:

bgp set peer-group as901 set-pref 100

e Thevalue of the set-pref option should be consistent with the import policy in the network.

The metric value should be set high enough to avoid conflicts between BGP routes and IGP or
static routes. For example, if theimport policy sets GateD preferences ranging from 170 to 200,
a set-pref metric of 170 would make sense. Y ou should set the metric high enough to avoid
conflicts between BGP routes and | GP or static routes.

Multi-Exit Discriminator Attribute Example

Multi-Exit Discriminator (MED) is a BGP attribute that affects the route selection process. MED is
used on external links to discriminate among multiple exit or entry points to the same neighboring
AS. All other factors being equal, the exit or entry point with alower metric should be preferred. If
received over external links, the MED attribute may be propagated over internal linksto other BGP
speakers within the same AS. The MED attribute is never propagated to other BGP speakersin
neighboring autonomous systems.

Figure 17 shows a sample BGP configuration where the MED attribute has been used.
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Figure 17. Sample BGP Configuration (MED Attribute)
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Routers XP4 and XP6 inform router C1 about network 172.16.200.0/24 through External BGP
(EBGP). Router XP6 announced the route with aMED of 10, whereas router X P4 announces the
route with aMED of 20. Of the two EBGP routes, router C1 chooses the one with asmaller MED.
Thus router C1 prefers the route from router XP6, which hasa MED of 10.

Router XP4 has the following CL I configuration:

bgp create peer-group pg752to751 type external autonomous-system 64751
bgp add peer-host 10.200.12.15 group pg752to751

#

# Set the MED to be announced to peer group pg752to751

#

bgp set peer-group pg752to751 metric-out 20

Router XP6 has the following CLI configuration:

bgp create peer-group pg752to751 type external autonomous-system 64751
bgp add peer-host 10.200.12.15 group pg752to751
bgp set peer-group pg752to751 metric-out 10

EBGP Aggregation Example

200

Figure 18 shows a simple EBGP configuration in which one peer is exporting an aggregated route
to its upstream peer and restricting the advertisement of contributing routes to the same peer. The
aggregated route is 212.19.192.0/19.
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Figure 18. Sample BGP Configuration (Route Aggregation)
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Router XP8 has the following CL I configuration:

interface add ip xleapnl address-netmask 212.19.192.2/24

interface create ip hobbygate address-netmask 212.19.199.62/24 port et.1.2

interface create ip xenosite address-netmask 212.19.198.1/24 port et.1.7

interface add ip 100 address-netmask 212.19.192.1/30

bgp create peer-group webnet type external autonomous system 64901

bgp add peer-host 194.109.86.5 group webnet

#

# Create an aggregate route for 212.19.192.0/19 with al its subnets as

# contributing routes

#

ip-router policy summarize route 212.19.192.0/19

ip-router policy redistribute from-proto aggregate to-proto bgp target-as 64901 network 212.19.192.0/19
ip-router policy redistribute from-proto direct to-proto bgp target-as 64901 network all restrict

Router XP9 has the following CLI configuration:

bgp create peer-group rtr8 type externa autonomous system 64900
bgp add peer-host 194.109.86.6 group rtr8

Route Reflection Example

In some ISP networks, the internal BGP mesh becomes quite large, and the IBGP full mesh does
not scale well. For such situations, route reflection provides away to alleviate the need for afull
IBGP mesh. In route reflection, the clients peer with the route reflector and exchange routing
information with it. In turn, the route reflector passes on (reflects) information between clients.

The IBGP peers of the route reflector fall under two categories: clients and non-clients. A route

reflector and its clients form acluster. All peers of the route reflector that are not part of the cluster
are non-clients. The XP supports client peers as well as non-client peers of aroute reflector.
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Figure 19 shows a sample configuration that uses route reflection.

— — — - — — — — —

7/ AS-64900 A\ 7/ AS-64902 A\

192.68.222.1

XP8 XP14

192.68.20.2

AS-64901

192.68.20.1

172.16.30.2

IBGP
Non-Cluster

Figure 19. Sample BGP Configuration (Route Reflection)

In this example, there are two clusters. Router XP10 is the route reflector for the first cluster and
router XP11 isthe route reflector for the second cluster. Router X P10 has router XP9 as a client
peer and router XP11 as a non-client peer.

The following line in router XP10's configuration file causes it to be a route reflector.

bgp set peer-group XP9 reflector-client
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Router XP11 has router XP12 and router XP13 as client peers and router XP10 as non-client peer.
The following line in router XP11's configuration file specifiesit to be a route reflector

bgp set peer-group rtril reflector-client

Even though the IBGP Peers are not fully meshed in AS 64901, the direct routes of router XP14,
that is, 192.68.222.0/24 in AS 64902 (which are redistributed in BGP) do show up in the route table
of router XP8 in AS64900, as shown below:

khkkkkkkhkkhkkkhkhkkhkhkhkhkhkhkhhkhkhkhkhhkhhhhkhhhhkhdhhhkdkddx*x

* Route Table (FIB) of Router 8 *
kkkkkkkkkhkkkhkkhkkhkkkhkkhkkhkkhkhkkhkhkhkhkhkhkhhkhhkhhkhhkhhkhhhhhhhhdxk
rtr-8# ip show routes

Destination Gateway Owner  Netif
10.50.0.0/16 directly connected - en
127.0.0.0/8 127.0.0.1 Static lo
127.0.0.1 127.0.0.1 - lo
172.16.20.0/24 directly connected - misl
172.16.70.0/24 172.16.20.2 BGP misl
172.16.220.0/24 172.16.20.2 BGP misl
192.68.11.0/24 directly connected - mis0
192.68.20.0/24 172.16.20.2 BGP misl
192.68.222.0/24 172.16.20.2 BGP misl

The direct routes of router XP8, i.e. 192.68.11.0/24 in AS64900 (which are redistributed in BGP),
do show up in the route table of router XP14 in AS64902, as shown below:

khkkkkkkhhkkkhkkhhkkhhkkhhkkhkkhkkhhkkhhkkkhhkkhhkkkhhkkhhkkhhkkhhkkkhkkhhkkhkhkkkkxkxx

* Route Table (FIB) of Router 14 *

hhkkkhhkhkhhkkhhhhhhhhhdhhhhhdhhhhhdhhddhdhhhhdhhhdrdhdrhdhddrhdrxix

rtr-14# ip show routes

Destination Gateway Owner  Netif
10.50.0.0/16 directly connected - en0
127.0.0.0/8 127.0.0.1 Static 100
127.0.0.1 127.0.0.1 - 100

172.16.20.0/24  192.68.20.1 BGP misl
172.16.30.0/24 192.68.20.1 BGP misl
172.16.90.0/24 192.68.20.1 BGP misl
192.68.11.0/24 192.68.20.1 BGP  misl
192.68.20.0/24  directly connected - misl
192.68.222.0/24  directly connected - mis0
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Notes on Using Route Reflection

204

Two types of route reflection are supported:

— By default, al routes received by the route reflector from aclient are sent to all internal
peers (including the client’s group, but not the client itself).

— If theno-client-reflect option is enabled, routes received from aroute reflection client are
sent only tointernal peersthat are not members of the client'sgroup. Inthiscase, theclient's
group must itself be fully meshed.

In either case, all routes received from anon-client internal peer are sent to all route reflection
clients.

Typically, asingle router acts asthe reflector for a cluster of clients. However, for redundancy,
two or more may also be configured to be reflectors for the same cluster. In this case, a cluster
ID should be selected to identify all reflectors serving the cluster, using the clusterid option.
Gratuitous use of multiple redundant reflectorsis not advised, sinceit can lead to an increasein
the memory required to store routes on the redundant reflectors' peers.

No special configuration isrequired on the route reflection clients. From aclient's perspective,
aroute reflector is simply anormal IBGP peer. Any BGP version 4 speaker can be areflector
client.

It is necessary to export routes from the local ASinto the local AS when acting as aroute
reflector.

To accomplish this, routers XP10 and XP11 have the following line in their configuration files:

ip-router policy redistribute from-proto bgp source-as 64901 to-proto bgp target-as 64901

If thecluster ID ischanged, all BGP sessionswith reflector clientswill be dropped and restarted.
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Routing Policy
Configuration Guide

Route Import and Export Policy Overview

The XP family of routers supports extremely flexible routing policies. The XP allows the network
administrator to control import and export of routing information based on criteria including:

e Individual protocol

*  Source and destination autonomous system
*  Source and destination interface

e Previous hop router

*  Autonomous system path

e Tag associated with routes

e Specific destination address

The network administrator can specify a preference level for each combination of routing
information being imported by using a flexible masking capability.

The XP aso provides the ahility to create advanced and simple routing policies. Simple routing

policies provide a quick route redistribution between various routing protocols (RIP and OSPF).
Advanced routing policies provide more control over route redistribution.

Preference

Preferenceisthe value the X P routing process uses to order preference of routes from one protocol
or peer over another. Preference can be set using several different configuration commands.
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Preference can be set based on one network interface over another, from one protocol over another,
or from one remote gateway over another. Preference may not be used to control the selection of
routes within an Interior Gateway Protocol (IGP). Thisis accomplished automatically by the
protocol based on metric.

Preference may be used to select routes from the same Exterior Gateway Protocol (EGP) learned
from different peers or autonomous systems. Each route has only one preference value associated
with it, even though the preference can be set at many places using configuration commands. The
last or most specific preference value set for aroute is the value used. A preference valueis an
arbitrarily assigned value used to determine the order of routes to the same destination in asingle
routing database. The active route is chosen by the lowest preference value.

A default preference is assigned to each source from which the X P routing process receives routes.
Preference values range from 0 to 255 with the lowest number indicating the most preferred route.

The following table summarizes the default preference values for routes learned in various ways.
Thetable liststhe CLI commands that set preference, and shows the types of routes to which each
CLI command applies. A default preference for each type of route islisted, and the table notes
preference precedence between protocols. The narrower the scope of the statement, the higher
precedence its preference value is given, but the smaller the set of routes it affects.

Table 10. Default Preference Values

Preference Defined by CLI Command Default

Direct connected networks ip-router global set interface 0

OSPF routes ospf 10

Static routes from config ip add route 60

RIP routes rip set preference 100
Point-to-point interface 110
Routes to interfaces that are down | ip-router global set interface down-preference 120
Aggregate/generate routes aggr-gen 130
OSPF AS external routes ospf set ase-defaults preference 150
BGP routes bgp set preference 170

Import Policies

206

Import palicies control the importation of routes from routing protocols and their installation in the
routing databases (Routing Information Base and Forwarding Information Base). Import Policies
determine which routes received from other systems are used by the XP routing process. Every
import policy can have up to two components:

e Import-Source
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* Route-Filter

Import-Source

This component specifies the source of the imported routes. It can also specify the preference to be
associated with the routes imported from this source.

The routes to be imported can be identified by their associated attributes:
»  Type of the source protocol (RIP, OSPF, BGP).

e Sourceinterface or gateway from which the route was received.

e Source autonomous system from which the route was learned.

»  ASpath associated with aroute. Besides autonomous system, BGP al so supportsimportation of
routes using AS path regular expressions and AS path options.

e |f multiplecommunities are specified using the optional -attributes-list, only updates carrying all
of the specified communities will be matched. If the specified optional -attributes-list has the
value none for the well-known-community option, then only updates lacking the community
attribute will be matched.

In some cases, a combination of the associated attributes can be specified to identify the routes to
be imported.

Note: Itisquite possible for several BGP import policies to match a given update. If more than
one policy matches, the first matching policy will be used. All later matching policies will
be ignored. For thisreason, it is generally desirable to order import policies from most to
least specific. An import policy with an optional-attributes-list will match any update with
any (or no) communities.

The importation of RIP routes may be controlled by source interface and source gateway. RIP does
not support the use of preference to choose between RIP routes. That isleft to the protocol metrics.

Due to the nature of OSPF, only the importation of ASE routes may be controlled. OSPF intra-and
inter-area routes are always imported into the routing table with a preference of 10. If atagis
specified with the import policy, routes with the specified tag will only be imported.

Itisonly possibleto restrict the importation of OSPF A SE routes when functioning asan AS border
router.

Like the other interior protocols, preference cannot be used to choose between OSPF A SE routes.
That is done by the OSPF costs.
Route-Filter

This component specifies the individua routes which are to be imported or restricted. The
preference to be associated with these routes can also be explicitly specified using this component.
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The preference associated with the imported routes are inherited unless explicitly specified. If there
is no preference specified with aroute-filter, then the preference isinherited from the one specified
with the import-source.

Every protocol (RIP, OSPF, and BGP) has a configurable parameter that specifies the default-
preference associated with routes imported to that protocol. If a preference is not explicitly
specified with the route-filter, as well as the import-source, then it isinherited from the default-
preference associated with the protocol for which the routes are being imported.

Export Policies

Export policies control the redistribution of routes to other systems. They determine which routes
are advertised by the Unicast Routing Process to other systems. Every export policy can have up to
three components:;

e Export-Destination
e Export-Source

* Route-Filter

Export-Destination

This component specifies the destination where the routes are to be exported. It also specifies the
attributes associated with the exported routes. The interface, gateway, or the autonomous system to
which the routes are to be redistributed are afew examples of export-destinations. The metric, type,
tag, and AS-Path are a few examples of attributes associated with the exported routes.

Export-Source
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This component specifies the source of the exported routes. It can also specify the metric to be
associated with the routes exported from this source.

The routes to be exported can be identified by their associated attributes:
e Their protocol type (RIP, OSPF, BGP, Static, Direct, Aggregate).

» Interface or the gateway from which the route was received.

*  Autonomous system from which the route was learned.

e ASpath associated with aroute. When BGP is configured, all routes are assigned an AS path
when they are added to the routing table. For interior routes, this AS path specifies IGP as the
originand no ASsinthe AS path (the current ASis added when the routeis exported). For BGP
routes, the AS path is stored as learned from BGP.

e Tag associated with aroute. Both OSPF and RIP version 2 currently support tags. All other
protocols have atag of zero.
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In some cases, a combination of the associated attributes can be specified to identify the routes to
be exported.

Route-Filter

This component specifiestheindividual routeswhich are to exported or restricted. The metric to be
associated with these routes can also be explicitly specified using this component.

The metric associated with the exported routes are inherited unless explicitly specified. If thereis
no metric specified with a route-filter, then the metric is inherited from the one specified with the
export-source.

If ametric was not explicitly specified with both the route-filter and the export-source, then it is
inherited from the one specified with the export-destination.

Every protocol (RIP, OSPF, and BGP) has a configurable parameter that specifies the default-
metric associated with routes exported to that protocol. If ametric is not explicitly specified with
the route-filter, export-source as well as export-destination, then it isinherited from the default-
metric associated with the protocol to which the routes are being exported.

Specifying a Route Filter

Routes are filtered by specifying aroute-filter that will match a certain set of routes by destination,
or by destination and mask. Among other places, route filters are used with martians and in import
and export policies.

The action taken when no match is found is dependent on the context. For instance, a route that
does match any of the route-filters associated with the specified import or export policiesis
rejected.

A route will match the most specific filter that applies. Specifying more than one filter with the
same destination, mask, and modifiers generates an error.

There are three possible formatsfor aroutefilter. Not all of these formats are availablein all places.
In most cases, it is possible to associate additional optionswith afilter. For example, while creating
amartian, it is possible to specify the allow option, while creating an import policy, one can specify
apreference, and while creating an export policy one can specify ametric.

The three forms of aroute-filter are:

* Network [exact | refines | between number,number]
e Network/mask [exact | refines | between number,number]
*  Network/masklen [exact | refines | between number,number]

Matching usually requires both an address and a mask, although the mask isimplied in the
shorthand forms isted below. These three formsvary in how the mask is specified. Inthefirst form,
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the mask isimplied to be the natural mask of the network. In the second, the mask is explicitly
specified. In the third, the mask is specified by the number of contiguous one bits.

If no optional parameters (exact, refines, or between) are specified, any destination that fallsin the
range given by the network and mask is matched, so the mask of the destination isignored. If a
natural network is specified, the network, any subnets, and any hosts will be matched. Three
optional parameters that cause the mask of the destination to aso be considered are:

» Exact: Specifiesthat the mask of the destination must match the supplied mask exactly. Thisis
used to match a network, but no subnets or hosts of that network.

» Refines: Specifiesthat the mask of the destination must be more specified (i.e., longer) than the
filter mask. Thisis used to match subnets and/or hosts of a network, but not the network.

e Between number, number: Specifies that the mask of the destination must be as or more
specific (i.e., aslong as or longer) than the lower limit (the first number parameter) and no more
specific (i.e., aslong as or shorter) than the upper limit (the second number). Note that exact and
refines are both special cases of between.

Aggregates and Gener ates

Route aggregation is a method of generating a more general route, given the presence of a specific
route. Itisused, for example, at an autonomous system border to generate aroute to a network to be
advertised via BGP given the presence of one or more subnets of that network learned via OSPF.
The routing process does not perform any aggregation unless explicitly requested.

Route aggregation is also used by regional and national networks to reduce the amount of routing
information passed around. With careful allocation of network addresses to clients, regional
networks can just announce one route to regional networks instead of hundreds.

Aggregate routes are not actually used for packet forwarding by the originator of the aggregate
route, but only by the receiver (if it wishes). Instead of requiring a route-peer to know about
individual subnets which would increase the size of its routing table, the peer is only informed
about an aggregate-route which contains all the subnets.

Like export policies, aggregate-routes can have up to three components:
e Aggregate-Destination
e Aggregate-Source

* Route-Filter

Aggregate-Destination
This component specifiesthe aggregate/summarized route. It al so specifies the attributes associated

with the aggregate route. The preference to be associated with an aggregate route can be specified
using this component.
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Aqggregate-Sour ce

This component specifies the source of the routes contributing to an aggregate/summarized route. It
can also specify the preference to be associated with the contributing routes from this source. This
preference can be overridden by explicitly specifying a preference with the route-filter.

The routes contributing to an aggregate can be identified by their associated attributes:
»  Protocol type (RIP, OSPF, BGP, Static, Direct, Aggregate).
*  Autonomous system from which the route was learned.

» ASpath associated with aroute. When BGP is configured, all routes are assigned an AS path
when they are added to the routing table. For interior routes, this AS path specifies IGP as the
originand no ASsinthe AS path (the current ASis added when the route is exported). For BGP
routes, the AS path is stored as learned from BGP.

e Tag associated with aroute. Both OSPF and RIP version 2 currently support tags. All other
protocols have atag of zero.

In some cases, a combination of the associated attributes can be specified to identify the routes
contributing to an aggregate.

Route-Filter

This component specifies the individual routes that are to be aggregated or summarized. The
preference to be associated with these routes can also be explicitly specified using this component.

The contributing routes are ordered according to the aggregation preference that appliesto them. If
there is more than one contributing route with the same aggregating preference, the route's own
preferences are used to order the routes. The preference of the aggregate route will be that of
contributing route with the lowest aggregate preference.

A route may only contribute to an aggregate route that is more general than itself; it must match the
aggregate under its mask. Any given route may only contribute to one aggregate route, which will
be the most specific configured, but an aggregate route may contribute to a more general aggregate.

An aggregate-route only comes into existence if at least one of its contributing routesis active.

Authentication

Authentication guarantees that routing information is only imported from trusted routers. Many
protocols like RIP V2 and OSPF provide mechanisms for authenticating protocol exchanges. A
variety of authentication schemes can be used. Authentication has two components —an
Authentication Method and an Authentication Key. Many protocols alow different authentication
methods and keys to be used in different parts of the network.

Enterasys X-Pedition User Reference Manual 211



Route Import and Export Policy Overview

Authentication Methods

There are mainly two authentication methods:

Simple Password: In this method, an authentication key of up to 8 charactersisincluded in the
packet. If this does not match what is expected, the packet is discarded. This method provideslittle
security, asit is possible to learn the authentication key by watching the protocol packets.

MD5: This method usesthe M D5 algorithm to create a crypto-checksum of the protocol packet and
an authentication key of up to 16 characters. The transmitted packet does not contain the
authentication key itself; instead, it contains a crypto-checksum, called the digest. The receiving
router performs a calculation using the correct authentication key and discard the packet if the
digest does not match. In addition, a sequence number is maintained to prevent the replay of older
packets. This method provides amuch stronger assurance that routing data originated from arouter
with avalid authentication key.

Many protocols allow the specification of two authentication keys per interface. Packets are always
sent using the primary keys, but received packets are checked with both the primary and secondary
keys before being discarded.

Authentication Keys and Key Management

212

An authentication key permits the generation and verification of the authentication field in protocol
packets. In many situations, the same primary and secondary keys are used on several interfaces of
arouter. To make key management easier, the concept of a key-chain was introduced. Each key-
chain has an identifier and can contain up to two keys. One key is the primary key and other isthe
secondary key. Outgoing packets use the primary authentication key, but incoming packets may
match either the primary or secondary authentication key. In Configure mode, instead of specifying
the key for each interface (which can be up to 16 characters long), you can specify akey-chain
identifier.

The XP supports M D5 specification of OSPF RFC 2178 which uses the MD5 algorithm and an
authentication key of up to 16 characters. Thus there are now three authentication schemes
available per interface: none, simple and RFC 2178 OSPF MD5 authentication. It is possible to
configure different authentication schemes on different interfaces.

RFC 2178 allows multiple MD5 keys per interface. Each key has two times associated with the
key:

* A time period that the key will be generated

e A time period that the key will be accepted
The XP only allows one MD5 key per interface. Also, there are no options provided to specify the

time period during which the key would be generated and accepted; the specified MD5 key is
always generated and accepted. Both these limitations would be removed in afuture release.
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Configuring Simple Routing Policies

Simple routing policies provide an efficient way for routing information to be exchanged between
routing protocols. The redistribute command can be used to redistribute routes from one routing
domain into another routing domain. Redistribution of routes between routing domainsis based on
route policies. A route policy isaset of conditions based on which routes are redistributed. While
the redistribute command may fulfill the export policy requirement for most users, complex
export policies may require the use of the commands listed under Export Policies.

The general syntax of the redistribute command is as follows:

ip-router policy redistribute from-proto <protocol> to-proto <protocol> [network <ipAddr-
mask> [exact|refineslbetween <low-high>]] [metric <number>|restrict] [source-as <number>]
[tar get-as <number>]

The from-proto parameter specifies the protocol of the source routes. The values for the from-
proto parameter can be rip, ospf, bgp, direct, static, aggregate and ospf-ase. The to-proto
parameter specifies the destination protocol where the routes are to be exported. The values for the
to-proto parameter can be rip, ospf and bgp. The network parameter provides a meansto define a
filter for the routes to be distributed. The network parameter defines afilter that is made up of an IP
address and amask. Routes that match the filter are considered as eligible for redistribution.

Every protocol (RIP, OSPF, and BGP) has a configurable parameter that specifies the default-
metric associated with routes exported to that protocol. If ametric is not explicitly specified with
the redistribute command, then it is inherited from the default-metric associated with the protocol
to which the routes are being exported.

Redistributing Static Routes

Static routes may be redistributed to another routing protocol such as RIP or OSPF by the following
command. The network parameter specifiesthe set of static routes that will be redistributed by this
command. If all static routes are to be redistributed set the network parameter to all. Note that the
networ k parameter is afilter that is used to specify routes that are to be redistributed.

To redistribute static routes, enter one of the following commands in Configure mode:

To redistribute static routes ip-router policy redistribute from-proto static to-proto rip
into RIP. network all

To redistribute static routes ip-router policy redistribute from-proto static to-proto ospf
into OSPF. network all

Redistributing Directly Attached Networks

Routesto directly attached networks are redistributed to another routing protocol such as RIP or
OSPF by the following command. The network parameter specifies a set of routes that will be

Enterasys X-Pedition User Reference Manual 213



Configuring Smple Routing Policies

redistributed by this command. If al direct routes are to be redistributed set the networ k parameter
to all. Note that the networ k parameter is afilter that is used to specify routes that are to be

redistributed.

To redistribute direct routes, enter one of the following commands in Configure mode:

To redistribute direct routes
into RIP.

ip-router policy redistribute from-proto direct to-protorip
network all

To redistribute direct routes
into OSPF.

ip-router policy redistribute from-proto direct to-proto ospf
network all

Redistributing RIP into RIP

The XP routing process requires RIP redistribution into RIP if a protocol is redistributed into RIP.

To redistribute RIP into RIP, enter the following command in Configure mode:

To redistribute RIP into RIP.

ip-router policy redistribute from-protorip to-protorip

Redistributing RIP into OSPF

RIP routes may be redistributed to OSPF.

To redistribute RIP into OSPF, enter the following command in Configure mode:

To redistribute RIP into OSPF.

ip-router policy redistribute from-proto rip to-proto ospf

Redistributing OSPF to RIP

For the purposes of route redistribution and import-export policies, OSPF intra- and inter-area
routes are referred to as ospf routes, and external routes redistributed into OSPF are referred to as
ospf-ase routes. Examples of ospf-ase routes include static routes, rip routes, direct routes, bgp
routes, or aggr egate routes, which are redistributed into an OSPF domain.

OSPF routes may be redistributed into RIP. To redistribute OSPF into RIP, enter the following

command in Configure mode:

To redistribute ospf-ase routes
into rip.

ip-router policy redistribute from-proto ospf-ase to-protorip

To redistribute ospf routes into
rip.

ip-router policy redistribute from-proto ospf to-proto rip
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Redistributing Aggregate Routes

The aggregate parameter causes an aggregate route with the specified | P address and subnet mask
to be redistributed.

Note:

creates a specified aggregate route for routes that match the aggregate.

To redistribute aggregate routes, enter one of the following commands in Configure mode:

The aggregate route must first be created using the aggr-gen command. This command

To redistribute aggregate routes | ip-router policy redistribute from-proto aggregateto-protorip

into RIP.

To redistribute aggregate routes | ip-router policy redistribute from-proto aggregate to-proto

into OSPF. OSPF

Simple Route Redistribution Examples

Example 1: Redistribution into RIP

For all examples given in this section, refer to the configurations shown in Figure 20 on page 224.

The following configuration commands for router R1.:

Determine the | P address for each interface
Specify the static routes configured on the router

Determine its RIP configuration

[+
I Create the various | P interfaces.
[+
interface create ip to-r2 address-netmask 120.190.1.1/16 port et.1.2

interface create ip to-r3 address-netmask 130.1.1.1/16 port €t.1.3

interface create ip to-r41 address-netmask 140.1.1.1/24 port et.1.4

interface create ip to-r42 address-netmask 140.1.2.1/24 port et.1.5

interface create ip to-ré address-netmask 160.1.1.1/16 port €t.1.6

interface create ip to-r7 address-netmask 170.1.1.1/16 port et.1.7

l++++++++++++++H+H+H A

I Configure a default route through 170.1.1.7

l++++++++++++++H+H+H A
ip add route default gateway 170.1.1.7

++++++H+
I Configure static routes to the 135.3.0.0 subnets reachable through

I R3.

l++++++++++++++H+H+H A
ip add route 135.3.1.0/24 gateway 130.1.1.3

ip add route 135.3.2.0/24 gateway 130.1.1.3
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ip add route 135.3.3.0/24 gateway 130.1.1.3

l++++++++++H+H+H -+
I Configure default routes to the other subnets reachable through R2.

B L o
ip add route 202.1.0.0/16 gateway 120.190.1.2

ip add route 160.1.5.0/24 gateway 120.190.1.2

l+++++++++H+H+H+H+H+
I RIP Box Level Configuration
B o
rip start

rip set default-metric 2
l+++++++++H+H+H+H+H+
I RIP Interface Configuration. Create a RIP interfaces, and set
! their typeto (version |1, multicast).
e
rip add interface to-r41

rip add interface to-r42

rip add interface to-r6

rip set interface to-r41 version 2 type multicast

rip set interface to-r42 version 2 type multicast

rip set interface to-r6 version 2 type multicast

Exporting a Given Satic Routeto All RIP Interfaces

Router R1 has several static routes of which one is the default route. We would export this default
route over all RIP interfaces.

ip-router policy redistribute from-proto static to-proto rip network default

Exporting All Satic Routesto All RIP Interfaces

Router R1 has several static routes. We would export these routes over all RIP interfaces.

ip-router policy redistribute from-proto static to-proto rip network all

Exporting All Satic Routes Except the Default Routeto All RIP Interfaces

Router R1 has several static routes. We would export all these routes except the default route to all
RIP interfaces.

ip-router policy redistribute from-proto static to-proto rip network all

ip-router policy redistribute from-proto static to-proto rip network default restrict

Example 2: Redistribution into OSPF
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For all examples given in this section, refer to the configurations shown in Figure 21 on page 228.
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The following configuration commands for router R1:
+  Determine the IP address for each interface
»  Specify the static routes configured on the router

»  Determine its OSPF configuration

B o
I Create the various | P interfaces.
B o
interface create ip to-r2 address-netmask 120.190.1.1/16 port et.1.2
interface create ip to-r3 address-netmask 130.1.1.1/16 port €t.1.3
interface create ip to-r41 address-netmask 140.1.1.1/24 port et.1.4
interface create ip to-r42 address-netmask 140.1.2.1/24 port et.1.5
interface create ip to-r6 address-netmask 140.1.3.1/24 port €t.1.6
B A
I Configure default routes to the other subnets reachable through R2.
l+++++++++++H+++H+H+H
ip add route 202.1.0.0/16 gateway 120.1.1.2
ip add route 160.1.5.0/24 gateway 120.1.1.2
B o
I OSPF Box Level Configuration
l+++++++++++H+++H+H+
ospf start
ospf create area 140.1.0.0
ospf create area backbone
ospf set ase-defaults cost 4
B o
! OSPF Interface Configuration
l+++++++++++H+++H+H+
ospf add interface 140.1.1.1 to-area 140.1.0.0
ospf add interface 140.1.2.1 to-area 140.1.0.0
ospf add interface 140.1.3.1 to-area 140.1.0.0
ospf add interface 130.1.1.1 to-area backbone

Exporting All Interface & Satic Routesto OSPF

Router R1 has several static routes. We would like to export al these static routes and direct-routes
(routes to connected networks) into OSPF.

ip-router policy redistribute from-proto static to-proto ospf
ip-router policy redistribute from-proto direct to-proto ospf

Note:  The network parameter specifying the network-filter is optional. The default value for this
parameter is all, indicating all networks. Since in the above example, we would like to
export all static and direct routes into OSPF, we have not specified this parameter.

Exporting All RIP, Interface & Satic Routesto OSPF
Note:  Also export interface, static, RIP, OSPF, and OSPF-ASE routes into RIP.
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In the configuration shown in Figure 21 on page 228, suppose we decide to run RIP Version 2 on
network 120.190.0.0/16, connecting routers R1 and R2.

Router R1 would like to export al RIP, interface, and static routes to OSPF.

ip-router policy redistribute from-proto rip to-proto ospf
ip-router policy redistribute from-proto direct to-proto ospf
ip-router policy redistribute from-proto static to-proto ospf

Router R1 would also like to export interface, static, RIP, OSPF, and OSPF-ASE routes into RIP.

ip-router policy redistribute from-proto direct to-protorip
ip-router policy redistribute from-proto static to-proto rip
ip-router policy redistribute from-protorip to-protorip
ip-router policy redistribute from-proto ospf to-proto rip
ip-router policy redistribute from-proto ospf-ase to-protorip

Configuring Advanced Routing Policies

Advanced Routing Policies are used for creating complex import/export policies that cannot be
done using the redistribute command. Advanced export policies provide granular control over the
targets where the routes are exported, the source of the exported routes, and the individua routes
which are exported. It provides the capability to send different routes to the various route-peers.
They can be used to provide the same route with different attributes to the various route-peers.

Import policies control the importation of routes from routing protocols and their installation in the
routing database (Routing Information Base and Forwarding Information Base). Import policies
determine which routes received from other systems are used by the XP routing process. Using
import policies, it is possible to ignore route updates from an unreliable peer and give better
preference to routes learned from a trusted peer.

Export Policies

Advanced export policies can be constructed from one or more of the following building blocks:

«  Export Destinations - This component specifies the destination where the routes are to be
exported. It also specifies the attributes associated with the exported routes. The interface,
gateway or the autonomous system to which the routes are to be redistributed are a few
examples of export-destinations. The metric, type, tag, and AS-Path are a few exampl es of
attributes associated with the exported routes.
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»  Export Sources - This component specifies the source of the exported routes. It can al so specify
the metric to be associated with the routes exported from this source. The routesto be exported
can be identified by their associated attributes, such as protocol type, interface or the gateway
from which the route was received, and so on.

» Route Filter - This component provides the means to define afilter for the routesto be
distributed. Routes that match afilter are considered as eligible for redistribution. This can be
done using one of two methods:

— Creating aroute-filter and associating an identifier with it. A route-filter has several
network specifications associated with it. Every route is checked against the set of network
specifications associated with all route-filtersto determineits eligibility for redistribution.
Theidentifier associated with aroute-filter isused in theip-router policy export command.

—  Specifying the networks as needed in the ip-router policy export command.

If you want to create a complex route-filter, and you intend to use that route-filter in severa
export poalicies, then the first method is recommended. It you do not have complex filter
requirements, then use the second method.

After you create one or more building blocks, they are tied together by the iprouter policy export
command.

To create route export policies, enter the following command in Configure mode:

Create an export policy. | ip-router policy export destination <exp-dest-id> [source <exp-src-
id> [filter <filter-id>|[network <ipAddr-mask>
[exact|refines|between <low-high>] [metric
<number>|restrict]]]]

The <exp-dest-id> istheidentifier of the export-destination which determines where the routes are
to be exported. If no routes to a particular destination are to be exported, then no additional
parameters are required.

The <exp-src-id>, if specified, istheidentifier of the export-source which determines the source of
the exported routes. If a export-policy for a given export-destination has more than one export-
source, then the ip-router policy export destination <exp-dest-id> command should be repeated for
each <exp-src-id>.

The <filter-id>, if specified, istheidentifier of the route-filter associated with this export-policy. If
there is more than one route-filter for any export-destination and export-source combination, then
theip-router policy export destination <exp-dest-id> source <exp-src-id> command should be
repeated for each <filter-id>.
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Creating an Export Destination

To create an export destination, enter one the following commands in Configure mode:

Create a RIP export destination. ip-router policy create rip-export-destination <name>

Create an OSPF export destination. | ip-router policy create ospf-export-destination <name>

Creating an Export Source

To create an export source, enter one of the following commandsin Configure mode:

Create a RIP export
source.

ip-router policy create rip-export-sour ce < name>

Create an OSPF export
source.

ip-router policy create ospf-export-sour ce < nhame>

Import Policies

Import policies can be constructed from one or more of the following building blocks:

»  Import-source - This component specifies the source of the imported routes. It can a so specify
the preference to be associated with the routes imported from this source. The routes to be
imported can be identified by their associated attributes, including source protocol, source
interface, or gateway from which the route was received, and so on.

* RouteFilter - Thiscomponent providesthe meansto define afilter for the routesto beimported.
Routesthat match afilter are considered as eligible for importation. This can be done using one

of two methods:

— Creating aroute-filter and associating an identifier with it. A route-filter has several
network specifications associated with it. Every route is checked against the set of network
specifications associated with all route-filters to determineits eligibility for importation.
Theidentifier associated with aroute-filter is used in the ip-router policy import

command.

—  Specifying the networks as needed in the ip-router policy import command.

If you want to create a complex route-filter, and you intend to use that route-filter in severa
import policies, then the first method is recommended. It you do not have complex filter
reguirements, then use the second method.

After you create one or more building blocks, they are tied together by the ip-router policy import

command.
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To create route import policies, enter the following command in Configure mode:

Create an import policy.

ip-router policy import source <imp-src-id>
[filter <filter-id>|[network <ipAddr-mask>
[exact|refines|between <low-high>]
[preference <number>|restrict]]]

The <imp-src-id> isthe identifier of the import-source that determines the source of the imported
routes. If no routes from a particular source are to be imported, then no additional parameters are

required.

The <filter-id>, if specified, istheidentifier of the route-filter associated with thisimport-policy. If
there is more than one route-filter for any import-source, then the ip-router policy import source
<imp-src-id> command should be repeated for each <filter-id>.

Creating an Import Source

Import sources specify the routing protocol from which the routes are imported. The source may be

RIP or OSPF.

To create an import source, enter one of the following commands in Configure mode:

Create a RIP import
destination.

ip-router policy create rip-import-source <name>

Create an OSPF import
destination.

ip-router policy create ospf-import-sour ce < name>

Creating a Route Filter

Route policies are defined by specifying aset of filtersthat will match a certain route by destination

or by destination and mask.

To create route filters, enter the following command in Configure mode:

Create aroute filter.

ip-router policy createfilter <name-id> network <IP-
address/mask>
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Creating an Aggregate Route
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Route aggregation is a method of generating a more general route, given the presence of a specific
route. The routing process does not perform any aggregation unless explicitly requested.
Aggregate-routes can be constructed from one or more of the following building blocks:

» Aggregate-Destination - This component specifies the aggregate/summarized route. It also
specifiesthe attributes associated with the aggregate route. The preference to be associated with
an aggregate route can be specified using this component.

»  Aggregate-Source - This component specifies the source of the routes contributing to an
aggregate/summarized route. It can also specify the preference to be associated with the
contributing routes from this source. The routes contributing to an aggregate can be identified
by their associated attributes, including protocol type, tag associated with a route, and so on.

* Route Filter - This component provides the means to define afilter for the routesto be
aggregated or summarized. Routesthat match afilter are considered as eligible for aggregation.
This can be done using one of two methods:

— Creating aroute-filter and associating an identifier with it. A route-filter has several
network specifications associated with it. Every route is checked against the set of network
specifications associated with all route-filters to determineits eligibility for aggregation.
Theidentifier associated with aroute-filter is used in the ip-router policy aggr-gen
command.

—  Specifying the networks as needed in the ip-router policy aggr-gen command.

* If youwant to create a complex route-filter, and you intend to use that route-filter in several
aggregates, then the first method is recommended. It you do not have complex filter
reguirements, then use the second method.

After you create one or more building blocks, they are tied together by the ip-router policy aggr-
gen command.

To create aggregates, enter the following command in Configure mode:

Create an aggregate ip-router policy aggr-gen destination <aggr-dest-id> [source <aggr-
route. src-id> [filter <filter-id>|[network <ipAddr-mask>
[exact|refines|between <low-high>] [preference
<number>|restrict]]]]

The <aggr-dest-id> istheidentifier of the aggregate-destination that specifies the
aggregate/summarized route.

The <aggr-src-id> istheidentifier of the aggregate-source that contributes to an aggregate route. If
an aggregate has more than one aggregate-source, then the ip-router policy aggr-gen destination
<aggr-dest-id> command should be repeated for each <aggr-src-id>.

The <filter-id> isthe identifier of the route-filter associated with this aggregate. If there is more
than one route-filter for any aggregate-destination and aggregate-source combination, then the ip-
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router policy aggr-gen destination <aggr-dest-id> source <aggr-src-id> command should be
repeated for each <filter-id>.

Creating an Aggregate Destination

To create an aggregate destination, enter the following command in Configure mode:

Create an aggregate ip-router policy create aggr-gen-dest <name> network <ipAddr-
destination. mask>

Creating an Aggregate Source

To create an aggregate source, enter the following command in Configure mode:

Create an aggregate source. ip-router policy create aggr-gen-sour ce <name> protocol

<protocol-name>

Examples of Import Policies

Example 1: Importing from RIP

The importation of RIP routes may be controlled by any of protocol, source interface, or source

gateway. If more than one is specified, they are processed from most general (protocol) to most
specific (gateway).

RIP does not support the use of preference to choose between routes of the same protocol. That is
left to the protocol metrics.

For all examplesin this section, refer to the configuration shown in Figure 20 on page 224.
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Figure20. Exportingto RIP
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The following configuration commands for router R1:
+  Determine the |P address for each interface.
»  Specify the static routes configured on the router.

* Determineits RIP configuration.

B o
I Create the various | P interfaces.

B o
interface createip to-r2 address-netmask 120.190.1.1/16 port et.1.2

interface createip to-r3 address-netmask 130.1.1.1/16 port et.1.3

interface create ip to-r41l address-netmask 140.1.1.1/24 port €t.1.4

interface create ip to-r42 address-netmask 140.1.2.1/24 port et.1.5

interface createip to-r6 address-netmask 160.1.1.1/16 port et.1.6

interface createip to-r7 address-netmask 170.1.1.1/16 port et.1.7

l++++++++++++++H+H+H A

I Configure a default route through 170.1.1.7

l++++++++++++++H+H+H A
ip add route default gateway 170.1.1.7

B A
I Configure default routes to the 135.3.0.0 subnets reachable through

I R3.

l+++++++++++++H+H+H+H |p add
route 135.3.1.0/24 gateway 130.1.1.3

ip add route 135.3.2.0/24 gateway 130.1.1.3

ip add route 135.3.3.0/24 gateway 130.1.1.3

B A
I Configure default routes to the other subnets reachable through R2.

l++++++++++++++H+H+H
ip add route 202.1.0.0/16 gateway 120.190.1.2

ip add route 160.1.5.0/24 gateway 120.190.1.2

B o
I RIP Box Level Configuration

l+++++++++++++H+H+H A
rip start

rip set default-metric 2

B o
I RIP Interface Configuration. Create a RIP interfaces, and set

I their type to (version |1, multicast).

l+++++++++++++H+H+H A
rip add interface to-r41

rip add interface to-r42

rip add interface to-r6

rip set interface to-r41 version 2 type multicast

rip set interface to-r42 version 2 type multicast

rip set interface to-ré version 2 type multicast
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Importing a Selected Subset of Routesfrom One RIP Trusted Gateway

Router R1 has several RIP peers. Router R41 has an interface on the network 10.51.0.0. By defaullt,
router R41 advertises network 10.51.0.0/16 in its RIP updates. Router R1 would like to import all
routes except the 10.51.0.0/16 route from its peer R41.

1. Add the peer 140.1.1.41 to the list of trusted and source gateways.

rip add source-gateways 140.1.1.41
rip add trusted-gateways 140.1.1.41

2. Create aRIP import source with the gateway as 140.1.1.41 since we would like to import al
routes except the 10.51.0.0/16 route from this gateway.

ip-router policy createrip-import-sourceriplmpSrcl44 gateway 140.1.1.41

3. Create the Import-Policy, importing all routes except the 10.51.0.0/16 route from gateway
140.1.1.41.

ip-router policy import sourceriplmpSrcl44 network all
ip-router policy import sourceriplmpSrcl44 network 10.51.0.0/16 restrict

Importing a Selected Subset of Routesfrom All RIP Peers Accessible Over a Certain
Interface

Router R1 has several RIP peers. Router R41 has an interface on the network 10.51.0.0. By defaullt,
router R41 advertises network 10.51.0.0/16 in its RIP updates. Router R1 would like to import all
routes except the 10.51.0.0/16 route from all its peer which are accessible over interface 140.1.1.1.

1. Create aRIP import source with the interface as 140.1.1.1, since we would like to import all
routes except the 10.51.0.0/16 route from this interface.

ip-router policy createrip-import-source riplmpSrcl40 interface 140.1.1.1

2. Create the Import-Policy importing all routes except the 10.51.0.0/16 route from interface
140.1.1.1

ip-router policy import source riplmpSrc140 network all
ip-router policy import source riplmpSrc140 network 10.51.0.0/16 restrict

Example 2: Importing from OSPF

226

Due to the nature of OSPF, only the importation of ASE routes may be controlled. OSPF intra-and
inter-area routes are always imported into the X P routing table with a preference of 10. If atagis
specified, the import clause will only apply to routes with the specified tag.
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Itisonly possibleto restrict the importation of OSPF A SE routes when functioning asan AS border
router.

Like the other interior protocols, preference cannot be used to choose between OSPF A SE routes.
That is done by the OSPF costs. Routes that are rejected by policy are stored in the table with a
negative preference.

For all examplesin this section, refer to the configuration shown in Figure 21 on page 228.
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Figure 21. Exportingto OSPF
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The following configuration commands for router R1:
+  Determine the IP address for each interface
»  Specify the static routes configured on the router

»  Determine its OSPF configuration

B
! Create the various | P interfaces.
B
interface create ip to-r2 address-netmask 120.190.1.1/16 port €t.1.2

interface create ip to-r3 address-netmask 130.1.1.1/16 port €t.1.3

interface create ip to-r41 address-netmask 140.1.1.1/24 port et.1.4

interface create ip to-r42 address-netmask 140.1.2.1/24 port et.1.5

interface createip to-r6 address-netmask 140.1.3.1/24 port €t.1.6
o
I Configure default routes to the other subnets reachable through R2.

l++++++++++H+H+H -+
ip add route 202.1.0.0/16 gateway 120.1.1.2

ip add route 160.1.5.0/24 gateway 120.1.1.2
L
I OSPF Box Level Configuration
l+++++++++H+H+H+H+H+
ospf start

ospf create area 140.1.0.0

ospf create area backbone

ospf set ase-defaults cost 4
L
I OSPF Interface Configuration
l++++++++++H+H+H+H -+
ospf add interface 140.1.1.1 to-area 140.1.0.0

ospf add interface 140.1.2.1 to-area 140.1.0.0

ospf add interface 140.1.3.1 to-area 140.1.0.0

ospf add interface 130.1.1.1 to-area backbone

Importing a Selected Subset of OSPF-ASE Routes

1. Create a OSPF import source so that only routes that have atag of 100 are considered for
importation.

ip-router policy create ospf-import-sour ce ospfl mpSrct100 tag 100

2. Create the Import-Policy importing all OSPF ASE routes with atag of 100 except the default
ASE route.

ip-router policy import source ospflmpSrct100 network all
ip-router policy import source ospfl mpSrct100 network default restrict
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Examples of Export Policies

Example 1: Exportingto RIP

230

Exporting to RIP is controlled by any of protocol, interface or gateway. If more than oneis
specified, they are processed from most general (protocol) to most specific (gateway).

It is not possible to set metrics for exporting RIP routes into RIP. Attemptsto do this are silently
ignored.

If no export policy is specified, RIP and interface routes are exported into RIP. If any policy is
specified, the defaults are overridden; it is necessary to explicitly specify everything that should be
exported.

RIP version 1 assumes that all subnets of the shared network have the same subnet mask so it is
only able to propagate subnets of that network. RIP version 2 removes that restriction and is
capable of propagating all routes when not sending version 1 compatible updates.

To announce routes which specify a next hop of the loopback interface (i.e. static and internally
generated default routes) via RIP, it is necessary to specify the metric at some level in the export
policy. Just setting a default metric for RIP is not sufficient. Thisis a safeguard to verify that the
announcement is intended.

For all examplesin this section, refer to the configuration shown in Figure 20 on page 224.

The following configuration commands for router R1.:
»  Determine the IP address for each interface
»  Specify the static routes configured on the router

« Determineits RIP configuration

[+
I Create the various I P interfaces.
[+
interface create ip to-r2 address-netmask 120.190.1.1/16 port €t.1.2

interface create ip to-r3 address-netmask 130.1.1.1/16 port €t.1.3

interface create ip to-r41 address-netmask 140.1.1.1/24 port et.1.4

interface create ip to-r42 address-netmask 140.1.2.1/24 port €t.1.5

interface create ip to-r6 address-netmask 160.1.1.1/16 port €t.1.6

interface create ip to-r7 address-netmask 170.1.1.1/16 port et.1.7

l+++++++++++++H+H+H+H

! Configure adefault route through 170.1.1.7

l++++++++++++++H+H+H A
ip add route default gateway 170.1.1.7

B s L e e o L B
I Configure default routes to the 135.3.0.0 subnets reachable through

I R3.

l++++++++++++++H+H+H A
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ip add route 135.3.1.0/24 gateway 130.1.1.3

ip add route 135.3.2.0/24 gateway 130.1.1.3

ip add route 135.3.3.0/24 gateway 130.1.1.3

i e 2 B e S |
Configure default routes to the other subnets reachabl e through R2.

l+++++++++H+H+H+H -+
ip add route 202.1.0.0/16 gateway 120.190.1.2

ip add route 160.1.5.0/24 gateway 120.190.1.2
o o B
I RIP Box Level Configuration
o o B
rip start

rip set default-metric 2

l+++++++++H+H+H+H+H+
I RIP Interface Configuration. Create a RIP interfaces, and set

I their type to (version |1, multicast).
o o B
rip add interface to-r41

rip add interface to-r42

rip add interface to-r6

rip set interface to-r41 version 2 type multicast

rip set interface to-r42 version 2 type multicast

rip set interface to-r6 version 2 type multicast

Exporting a Given Satic Routeto All RIP Interfaces

Router R1 has several static routes, of which oneisthe default route. We would export this default
route over all RIP interfaces.

1. Create aRIP export destination since we would like to export routes into RIP.

ip-router policy createrip-export-destination ripExpDst

2. Create a Static export source since we would like to export static routes.

ip-router policy create static-export-sour ce statExpSrc

Asmentioned above, if no export palicy is specified, RIP and interface routes are exported into
RIP. If any policy is specified, the defaults are overridden; it is necessary to explicitly specify
everything that should be exported.

Since we would aso like to export/redistribute RIP and direct routes into RIP, we would also
create export-sources for those protocols.

3. Create aRIP export source since we would like to export RIP routes.

ip-router policy create rip-export-sourceripExpSrc
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232

4. Create aDirect export source since we would like to export direct/interface routes.

ip-router policy create direct-export-source directExpSrc

5. Create the export-policy redistributing the statically created default route, and al (RIP, Direct)

routes into RIP.

ip-router policy export destination ripExpDst source statExpSrc network default
ip-router policy export destination ripExpDst source ripExpSrc network all
ip-router policy export destination ripExpDst source directExpSrc network all

Exporting a Given Satic Route to a Specific RIP Interface

In this case, router R1 would export/redistribute the default route over itsinterface 140.1.1.1 only.

1. Create aRIP export destination for interface with address 140.1.1.1, since we intend to change

the rip export policy only for interface 140.1.1.1.

ip-router policy createrip-export-destination ripExpDst141 interface 140.1.1.1

Create a static export source since we would like to export static routes.

ip-router policy create static-export-sour ce statExpSrc

Create a RIP export source since we would like to export RIP routes.

ip-router policy create rip-export-source ripExpSrc

Create a Direct export source since we would like to export direct/interface routes.

ip-router policy create direct-export-source directExpSrc

Create the Export-Policy redistributing the statically created default route, and all (RIP, Direct)
routesinto RIP.

ip-router policy export destination ripExpDst141 sour ce statExpSrc network default
ip-router policy export destination ripExpDst141 sour ce ripExpSrc network all
ip-router policy export destination ripExpDst141 sour ce directExpSrc network all

Exporting All Static Routes Reachable Over a Given Interface to a Specific Rl P-Interface

In this case, router R1 would export/redistribute all static routes accessible through itsinterface
130.1.1.1 to its RIP-interface 140.1.1.1 only.
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1. Create aRIP export destination for interface with address 140.1.1.1, since we intend to change
therip export policy for interface 140.1.1.1

ip-router policy createrip-export-destination ripExpDst141 interface 140.1.1.1

2. Create a Static export source since we would like to export static routes.

ip-router policy create static-export-sour ce statExpSrc130 interface 130.1.1.1

3. Create aRIP export source since we would like to export RIP routes.

ip-router policy createrip-export-sourceripExpSrc

4. Create aDirect export source.

ip-router policy create direct-export-source directExpSrc

5. Create the Export-Policy, redistributing all static routes reachable over interface 130.1.1.1 and
al (RIP, Direct) routesinto RIP.

ip-router policy export destination ripExpDst141 sour ce statExpSrc130 network all
ip-router policy export destination ripExpDst141 source ripExpSrc network all
ip-router policy export destination ripExpDst141 sour ce directExpSrc network all
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Exporting Aggregate-Routesinto RIP

In the configuration shown in Figure 20 on page 224, suppose you decide to run RIP Version 1 on
network 130.1.0.0/16, connecting routers R1 and R3. Router R1 desires to announce the
140.1.1.0/24 and 140.1.2.0/24 networksto router R3. RIP Version 1 does not carry any information
about subnet masksin its packets. Thusit would not be possible to announce the subnets
(140.1.1.0/24 and 140.1.2.0/24) into RIP Version 1 without aggregating them.

1. Create an Aggregate-Destination which represents the aggregate/summarized route.

ip-router policy create aggr-gen-dest aggr Dst140 network 140.1.0.0/16

2. Create an Aggregate-Source which qualifies the source of the routes contributing to the
aggregate. Since in this case, we do not care about the source of the contributing routes, we
would specify the protocol as all.

ip-router policy create aggr-gen-sour ce allAggr Src protocol all

3. Create the aggregate/summarized route. This command binds the aggregated route with the
contributing routes.

ip-router aggr-gen destination aggr Dst140 source allAggr Src network 140.1.1.0/24
ip-router aggr-gen destination aggr Dst140 source allAggr Src network 140.1.2.0/24

4. Create aRIP export destination for interface with address 130.1.1.1, since we intend to change
therip export policy only for interface 130.1.1.1.

ip-router policy createrip-export-destination ripExpDst130 interface 130.1.1.1

5. Create a Aggregate export source since we would to export/redistribute an
aggregate/summarized route.

ip-router policy create aggr-export-sour ce aggr ExpSrc

6. Create aRIP export source since we would like to export RIP routes.

ip-router policy create rip-export-sourceripExpSrc

7. Create aDirect export source since we would like to export Direct routes.

ip-router policy create direct-export-source directExpSrc
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8. Create the Export-Policy redistributing all (RIP, Direct) routes and the aggregate route
140.1.0.0/16 into RIP.

ip-router policy export destination ripExpDst130 sour ce aggr ExpSrc network 140.1.0.0/16
ip-router policy export destination ripExpDst130 sour ce ripExpSrc network all
ip-router policy export destination ripExpDst130 sour ce directExpSrc network all

Example 2: Exporting to OSPF

It is not possible to create OSPF intra- or inter-area routes by exporting routes from the X P routing
tableinto OSPF. It is only possible to export from the XP routing table into OSPF ASE routes. It is
also not possible to control the propagation of OSPF routes within the OSPF protocol.

There are two types of OSPF ASE routes: type 1 and type 2. The default type is specified by the
ospf set ase-defaults type 1/2 command. This may be overridden by a specification in the ip-
router policy create ospf-export-destination command.

OSPF ASE routes also have the provision to carry atag. Thisis an arbitrary 32-bit number that can
be used on OSPF routers to filter routing information. The default tag is specified by the ospf set
ase-defaults tag command. This may be overridden by atag specified with the ip-router policy
create ospf-export-destination command.

Interface routes are not automatically exported into OSPF. They have to be explicitly done.
For all examplesin this section, refer to the configuration shown in Figure 21 on page 228.

The following configuration commands for router R1.:
» Determinethe IP address for each interface
*  Specify the static routes configured on the router

e Determine its OSPF configuration
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B
I Create the various I P interfaces.
B
interface create ip to-r2 address-netmask 120.190.1.1/16 port €t.1.2
interface create ip to-r3 address-netmask 130.1.1.1/16 port €t.1.3
interface create ip to-r41 address-netmask 140.1.1.1/24 port et.1.4
interface create ip to-r42 address-netmask 140.1.2.1/24 port et.1.5
interface create ip to-r6 address-netmask 140.1.3.1/24 port €t.1.6
B B
I Configure default routes to the other subnets reachable through R2.
l+++++++++++H+++H+H+H
ip add route 202.1.0.0/16 gateway 120.1.1.2
ip add route 160.1.5.0/24 gateway 120.1.1.2
B o
I OSPF Box Level Configuration
l+++++++++++H+++H+H++H
ospf start
ospf create area 140.1.0.0
ospf create area backbone
ospf set ase-defaults cost 4
B o
! OSPF Interface Configuration
l+++++++++++H+++H+H++H
ospf add interface 140.1.1.1 to-area 140.1.0.0
ospf add interface 140.1.2.1 to-area 140.1.0.0
ospf add interface 140.1.3.1 to-area 140.1.0.0
ospf add interface 130.1.1.1 to-area backbone

Exporting All Interface & Satic Routesto OSPF

Router R1 has several static routes. We would export these static routes as type-2 OSPF routes. The
interface routes would redistributed as type 1 OSPF routes.

1. Create a OSPF export destination for type-1 routes since we would like to redistribute certain
routes into OSPF as type 1 OSPF-ASE routes.

ip-router policy create ospf-export-destination ospfExpDst Typel
type 1 metric 1

2. Create a OSPF export destination for type-2 routes since we would like to redistribute certain
routes into OSPF as type 2 OSPF-ASE routes.

ip-router policy create ospf-export-destination ospfExpDst Type2
type 2 metric 4

3. Create a Static export source since we would like to export static routes.

ip-router policy create static-export-sour ce statExpSrc
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4. Create aDirect export source since we would like to export interface/direct routes.

ip-router policy create direct-export-source directExpSrc

5. Create the Export-Policy for redistributing all interface routes and static routes into OSPF.

ip-router policy export destination ospfExpDstTypel source directExpSrc network all
ip-router policy export destination ospfExpDstType2 sour ce statExpSrc network all

Exporting All RIP, Interface & Satic Routesto OSPF
Note:  Also export interface, static, RIP, OSPF, and OSPF-ASE routesinto RIP.

In the configuration shown in Figure 21 on page 228, suppose we decide to run RIP Version 2 on
network 120.190.0.0/16, connecting routers R1 and R2.

We would like to redistribute these RIP routes as OSPF type-2 routes, and associate the tag 100
with them. Router R1 would also like to redistribute its static routes as type 2 OSPF routes. The
interface routes would redistributed as type 1 OSPF routes.

Router R1 would like to redistribute its OSPF, OSPF-ASE, RIP, Static and | nterface/Direct routes
into RIP.

1. Enable RIP oninterface 120.190.1.1/16.

rip add interface 120.190.1.1
rip set interface 120.190.1.1 version 2 type multicast

2. Create a OSPF export destination for type-1 routes.

ip-router policy create ospf-export-destination ospfExpDst Typel
type 1 metric 1

3. Create a OSPF export destination for type-2 routes.

ip-router policy create ospf-export-destination ospfExpDst Type2
type 2 metric 4

4. Create a OSPF export destination for type-2 routes with atag of 100.

ip-router policy create ospf-expor t-destination ospfExpDst Type2t100 type 2 tag 100 metric 4

5. Create aRIP export source.

ip-router policy export destination ripExpDst source ripExpSrc network all
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6. Create a Static export source.

ip-router policy create static-export-sour ce statExpSrc

7. Create aDirect export source.

ip-router policy create direct-export-source directExpSrc

8. Create the Export-Policy for redistributing all interface, RIP and static routes into OSPF.

ip-router policy export destination ospfExpDstTypel source directExpSrc network all
ip-router policy export destination ospfExpDstType2 source statExpSrc network all
ip-router policy export destination ospfExpDstType2t100 source ripExpSrc network all

9. Create aRIP export destination.

ip-router policy createrip-export-destination ripExpDst

10. Create OSPF export source.

ip-router policy create ospf-export-sour ce ospfExpSrc type OSPF

11. Create OSPF-ASE export source.

ip-router policy create ospf-export-sour ce ospfAseEXpSrc
type OSPF-ASE

12. Create the Export-Policy for redistributing all interface, RIP, static, OSPF and OSPF-ASE
routesinto RIP.

ip-router policy export destination ripExpDst sour ce statExpSrc network all
ip-router policy export destination ripExpDst source ripExpSrc network all
ip-router policy export destination ripExpDst source directExpSrc network all
ip-router policy export destination ripExpDst source ospfExpSrc network all
ip-router policy export destination ripExpDst sour ce ospfAseExpSrc network all
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Chapter 17

Multicast Routing
Configuration Guide

| P Multicast Overview

Multicast routing on the X P is supported through DVMRP and IGMP. IGMP is used to determine
host membership on directly attached subnets. DVMRP is used to determine forwarding of
multicast traffic between XPs.

This chapter:

*  Providesan overview of the XP'simplementation of the Internet Group Management Protocol
(IGMP)

*  Provides an overview of the XP’'simplementation of the Distance Vector Multicast Routing
Protocol (DVMRP)

e Discusses configuring DVMRP routing on the XP
e Discusses configuring IGMP on the XP

* Reviews Protocol Independent Multicast (PIM) configuration

|GMP Overview

The XP supports IGMP Version 2.0 as defined in RFC 2236. IGMP runs on a per-1P interface basis
and an interface can be configured to run just IGMP and not DV MRP. Since multiple physical ports
(VLANS) can be configured with the same I P interface on the XP, IGMP keeps track of multicast
host members on a per-port basis. Ports belonging to an IP VLAN without any IGMP membership
will not be forwarded any multicast traffic.
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The XP alows per-interface control of the host query interval and response time. Query interval
defines the time between IGMP queries. Response time defines the time the X P will wait for host
responses to IGMP queries. The XP can be configured to deny or accept group membership filters.

Configuring IGMP

To configure IGMP on the XP, perform the following configuration tasks:
e Creating IPinterfaces
e Setting global parameters that will be used for al the interfaces on which DVMRP is enabled

e Configuring IGMP on individual interfaces. You do so by enabling and disabling IGMP on
interfaces and then setting IGMP parameters on the interfaces on which IGMP is enabled

e Start the multicast routing protocol (i.e., DVMRP)

IGMP on an IP Interface

By default IGMP is disabled on the XP. To enable IGMP on an interface, enter the following
command in Configure mode:

Enable IGMP on an interface. igmp enable inter face < name/ipAddr>

Note: The XPwill display VLAN and interface names up to 32 characters in length.

IGMP Query Interval

You can configure the XP with a different IGMP Host Membership Query time interval. The
interval you set appliesto all ports on the XP. The default query time interval is 125 seconds.

To configure the IGMP host membership query timeinterval, enter the following command in
Configure mode:

Configure the IGMP host membership | igmp set queryinterval <num>
query timeinterval.

IGM P Response Wait Time
You can configure the XP with await time for IGMP Host Membership responses which is

different from the default. The wait time you set then appliesto all ports on the XP. The default
response timeis 10 seconds.
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To configure the host response wait time, enter the following command in Configure mode:

Configurethe IGMP host response wait | igmp set responsetime <num>
time.

Per-Interface Control of IGMP Membership

You can configure the XP to control IGMP membership on a per-interface basis. Aninterface can
be configured to be allowed or not allowed membership to a particular group. To configure the per-
interface membership control, enter the following commands in Configure mode:

Allow a host group membershipto | igmp set interface <name/ip-addr> allowed-groups <ip-
a specific group. addr/subnet mask>

Disallow a host group member- igmp set interface <name/ip-addr> not-allowed-groups
ship to a specific group. <ip-addr/subnet mask>

Note:  The XP will display interface names up to 32 charactersin length.

Satic|IGMP Groups

If IGMPis enabled on an interface, at least one group member needs to be present on the interface
for the XP to retain the group on its list of multicast group memberships for the interface. You can
configure a static IGMP group for an interface; a static group can exist without any group members
present on the interface. To configure a static IGMP group on an interface, enter the following
command in Configure mode:

Configurea static IGMP groupon | igmp join group <ip-addr/subnet mask> interface
an interface. <name/ip-addr>

Note:  The XP will display interface names up to 32 charactersin length.

L 2 Snooping

IGMP L2 snooping allows an XP functioning strictly as alayer-2 switch for a specific VLAN to
actively participate in IGMP traffic forwarding. To enable IGMP snooping on avlan, use the
following command:

igmp enablevlan VLAN_NAME

Note: Theigmp start-snooping command must be present for the igmp enable vian command
to function properly. The XP will display VLAN names up to 32 charactersin length.
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| GMP L 2 snooping depends on the presence of an upstream |GMP querier. Whenever it receivesan
IGMP query, the XP forwards the query out the appropriate VLAN ports. IGMP snooping allows
per-port traffic patterns in VLANs with multiple ports.

Note:  You may not use any L3 configuration on a VLAN that is snooping (e.g., no interfaces
created).

DVMRP Overview
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DVMRP isan IP multicast routing protocol. On the XP, DVMRP routing is implemented as
specified in the dr aft-ietf-idmr-dvmr p-v3-06.txt file, which isan Internet Engineering Task Force
(IETF) document. The XP'simplementation of DV M RP supports the following;:

e The mtrace utility, which racks the multicast path from a source to areceiver.

»  Generation identifiers, which are assigned to DV MRP whenever that protocol is started on a
router.

e Pruning, whichisan operation DVMRP routers perform to exclude interfaces not in the shortest
path tree.

DVMRP uses the Reverse Path Multicasting (RPM) algorithm to perform pruning. In RPM, a
source network rather than a host is paired with a multicast group. Thisis known as an (S,G) pair.
RPM permits the XP to maintain multiple (S,G) pairs.

On the XP, DVMRP can be configured on a per-interface basis. An interface does not have to run
both DVMRP and IGMP. You can start and stop DV M RP independently from other multicast
routing protocols. IGMP starts and stops automatically with DVMRP. The XP supports up to 64
multicast interfaces.

To support backward compatibility on DVMRP interfaces, you can configure the router expire time
and prunetime on each XP DVMRP interface. Thislets it work with older versions of DVMRP,

You can use threshold values and scopes to control internetwork traffic on each DVMRP interface.
Threshold values determine whether traffic is either restricted or not restricted to a subnet, site, or
region. Scopes define a set of multicast addresses of devices to which the XP can send DVMRP
data. Scopes can include only addresses of devices on a company'sinternal network and cannot
include addresses that require the XP to send DVMRP data on the Internet. The XP also allows
control of routing information exchange with peers through route filter rules.

You can also configure tunnels on XP DVMRP interfaces. A tunnel is used to send packets between
routers separated by gateways that do not support multicast routing. A tunnel acts as avirtual
network between two routers running DVMRP. A tunnel does not run IGMP. The XP supports a
maximum of eight tunnels.

Note:  Tunnel traffic is not optimized on a per-port basis, and it goesto all ports on an interface,
even though |GM P keeps per-port membership information. This is done to minimize
CPU overload for tunneled traffic.
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Configuring DVMRP

You configure DVMRP routing on the XP by performing the following DV MRP-configuration
tasks:

»  Creating IPinterfaces
e Setting global parameters that will be used for al the interfaces on which DVMRP is enabled

»  Configuring DVMRP on individual interfaces. You do so by enabling and disabling DVMRP
on interfaces and then setting DVMRP parameters on the interfaces on which DVMRP is
disabled

e Defining DVMRP tunnels, which IP uses to send multicast traffic between two end points

Sarting and Sopping DVMRP
DVMRP isdisabled by default on the XP.

To start or stop DVMRP, enter one of the following commands in Configure mode:

Start DVMRP. dvmrp start

Stop DVMRP. no dvmrp start

DVMRP on Individual Interfaces

DVMRP can be controlled/configured on per-interface basis. An interface does not have to run
both DVMRP and IGMP together. DVMRP can be started or stopped; IGMP starts and stops
automatically with DVMRP. To enable IGMP on an interface, enter the following command in the
Configure mode:

Enable DVMRP on an dvmrp enableinterface <ipAddr>|<interface-name>
interface.

Note: The XP will display interface names up to 32 charactersin length.

DVMRP Parameters
In order to support backward compatibility, DVMRP neighbor timeout and prune time can be

configured on a per-interface basis. The default neighbor timeout is 35 seconds. The default prune
time is 7200 seconds (2 hours).
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To configure neighbor timeout or prune time, enter one of the following commands in Configure
mode:

Configure the DVMRP neighbor dvmrp set interface <ip-addr> neighbor-timeout

timeout. <number>

Configure the DVMRP prune time. dvmrp set interface <ip-addr> prunetime
<number>

DVMRP Routing Metric

You can configure the DVMRP routing metric associated with a set of destinations for DVMRP
reports. The default metricis 1.

To configure the DVMRP routing metric, enter the following command in Configure mode:

Configure the DVMRP routing dvmrp set interface <ip-addr> metric <number>
metric.

DVMRPTTL & Scope
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For control over internet traffic, per-interface control is allowed through Scopesand TTL
thresholds.

The TTL value controls whether packets are forwarded from an interface. The following are
conventional guidelinesfor assigning TTL values to a multicast application and their
corresponding X P setting for DVMRP threshold:

TTL=1 Threshold =1 Application restricted to subnet

TTL<16 Threshold =16 Application restricted to a site

TTL<64 Threshold=64 Application restricted to aregion

TTL <128 Threshold =128 Application restricted to a continent

TTL =255 Application not restricted

To configure the TTL Threshold, enter the following command in Configure mode:

Configurethe TTL Threshold. dvmrp set interface <ip-addr> threshold <number>

TTL thresholding is not always considered useful. Thereis another approach of arange of multicast
addresses for “administrative” scoping. In other words, such addresses would be usable within a
certain administrative scope, a corporate network, for instance, but would not be forwarded across
the internet. The range from 239.0.0.0 through 239.255.255.255 is being reserved for
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administratively scoped applications. Any organization can currently assign this range of addresses
and the packets will not be sent out of the organization. In addition, multiple scopes can be defined
on per-interface basis.

To prevent the XP from forwarding any data destined to a scoped group on an interface, enter the
following command in the Configure mode:

Configure the DVMRP scope. dvmrp set interface <ip-addr> scope
<ip-addr/mask>

DVMRP Tunnels

The XP supports DVMRP tunnelsto the MBONE (the multicast backbone of the Internet). You can
configure a DVMRP tunnel on arouter if the other end is running DVMRP. The XP then sends and
receives multicast packets over the tunnel. Tunnels are CPU-intensive; they are not switched
directly through the XP's multitasking ASICs.

DVMRP tunnels need to be created before being enabled. Tunnels are recognized by the tunnel
name. Once a DVMRP tunnel is created, you can enable DVMRP on the interface. The XP
supports a maximum of eight tunnels.

To configure a DVMRP tunnel, enter the following command in Configure mode:

ConfigureaDVMRP tunnel to MBONE. dvmrp createtunnel <string> local
<ip-addr> remote <ip-addr>

You can aso control the rate of DVMRP traffic in aDVMRP tunnel. The default rate is 500 Kbps.

To control the rate of DVMRP traffic, enter the following command in Configure mode:

Configure therate in aDVMRP tunnel. dvmrp set interface <ip-addr> rate <number>

Monitoring | GMP & DVMRP

You can monitor IGMP and DVMRP information on the XP.

To display IGMP and DVMRP information, enter the following commands in the Enable mode.

Show all interfaces running DVMRP. dvmrp show interface
Also shows the neighbors on each

interface.

Display DVMRP routing table. dvmrp show routes

Enterasys X-Pedition User Reference Manual 245



Configuration Examples

Shows all the interfaces and
membership details running IGMP.

igmp show interface

Shows all IGMP group memberships
on aport basis.

igmp show member ships

Show all IGMP timers.

igmp show timers

Show information about multicasts
registered by IGMP.

|2-tables show igmp-mcast-r egistration

Show IGMP statuson aVLAN.

|2-tables show vlan-igmp-status

Show all multicast Source, Group
entries.

mulitcast show cache

Show all interfaces running multicast
protocols (IGMP, DVMRP).

multicast show interfaces

Show all multicast routes.

multicast show mroutes

Configuration Examples
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The following is a sample XP configuration for DVMRP and IGMP. Seven subnets are created.
IGMP isenabled on 4 IP interfaces. The IGMP query interval is set to 30 seconds. DVMRPis

enabled on 5 IP interfaces. IGMP is not running on “downstream” interfaces.

! Create VLANS.

!

vlan create upstream ip

vlan add ports et.5.3,et.5.4 to upstream
|

! Create IP intefaces
|

! Enable IGMP interfaces.
|

igmp enable interface 10.135.89.10
igmp enableinterface 172.1.1.10
igmp enable interface 207.135.122.11
igmp enable interface 207.135.89.64

|

! Set IGMP Query Interval
!

igmp set queryinterval 30
1

! Enable DVMRP

interface create ip misl5 address-netmask 172.1.1.10/24 port et.5.8

interface create ip company address-netmask 207.135.89.64/25 port et.5.1
interface create ip test address-netmask 10.135.89.10/25 port et.1.8

interface create ip rip address-netmask 190.1.0.1 port et.1.4

interface create ip mbone address-netmask 207.135.122.11/29 port et.1.1
interface create ip downstream address-netmask 10.40.1.10/24 vlan upstream
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dvmrp enable interface 10.135.89.10
dvmrp enable interface 172.1.1.10
dvmrp enable interface 207.135.122.11
dvmrp enable interface 207.135.89.64
dvmrp enable interface 10.40.1.10

|

| Set DVMRP parameters
|

dvmrp set interface 172.1.1.10 neighbor-timeout 200
|

| Start DVMRP
1

dvmrp start

Protocol | ndependent Multicast (PIM)

Overview

Protocol Independent Multicast, PIM, is amulticast routing protocol used to dynamically build a
distribution tree for forwarding multicast data on a network. Although group members are at the
leaves of atree, the multicast data transmission sourceis generally at theroot. PIM utilizes existing
unicast routes to perform rever se path forwarding (RPF) checks—essentially a route lookup on the
source. The routing engine returns the best interface, regardless of how the routing table is
constructed. In this sense, PIM isindependent of any routing protocol—PIM can perform RPF
checks using OSPF routes, RIP routes, static routes, or a combination of route types.

The PIM specifications define several modes or methods by which aPIM router can build the
distribution tree. The mode described in this document is sparse mode. Sparse mode utilizes only
routers that need to be included in forwarding multicast data. Sparse mode routers use bandwidth
more efficiently than other modes, but can require more processing time when working with large
numbers of streams.

Features common to all modes include:
1. Using IGMP to propagate group membership information
2. Sending “hello” messages to determine neighbor presence and configuration

3. Sending “join/prune” messages to determine the need to retain multicast route information for
aparticular group on an interface

4. Sending “assert” messages to resolve conflicts that occur regarding inbound interfaces
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PIM message types

PIM defines the following message types:
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Hello messages announce the sender's presence to other PIM routers. The hell o packet includes
options such ashold time (the length of timeto keep the sender reachable) and designated router
(DR) priority (used to designate which PIM will act on behalf of sources and receiversin the
PIM domain).

Register messages (spar se only) are used by a source's DR to encapsulate (register) multicast
dataand send it to the rendezvous point (RP)—a PIM sparse mode router designated as the root
of ashared tree.

Register-Stop messages (spar se only) are used by the RP to tell the source's DR to stop
registering traffic for that source.

Join/Prune (J/P) messages contain information on group membership received from
downstream routers. J/P messages contain one or more group entrieswhich, in turn, contain one
or more source entries called joins and prunes. JP messages allow a PIM router to build or
modify the distribution tree—join messages maintain existing links or create new ones as part
of the tree; prune messages remove links from the tree. Routers always send Join/Prune (J/P)
messages upstream, toward the root of the tree—the interface that receivesthejoinisthe
outbound interface (OIF) and the interface that sends the join is the inbound interface (I1F).
Because routers build the tree opposite the flow of traffic, this processis called reverse-path
forwarding.

Joins and prunes employ two important bits-the RPT (R) bit indicates that the join or prune
applies to the shared tree and the WC (W) bit indicates that the join or prune appliesto the
group-only (*,G) forwarding state. If the router does not set the WC hit, the join or prune will
apply to source-group pairs (S,G). If the router setsthe W bit, it must also set the R bit.

If asource entry contains the address for the group's RP instead of a source, theentry isa (*,G)
join or prune and hasits WC (W) and RPT (R) bits set. PIM routers forward (*,G) joins and
prunes toward the RP—not toward a source. Similarly, if the source entry contains the address
of amulticast sourcethat is sending packets to the group, the entry isan (S,G) join or prune. A
PIM router forwards (S,G) joins and prunes toward the source's DR. If aPIM router setsthe R
bit in an (S,G) entry, thejoin or prune becomes an (S,G,RPT) join or prune and indicates an
interest or alack of interest in aparticular source onthe shared tree. Like (*,G) joinsand prunes,
aPIM router forwards (S,GRPT) joins and prunes toward the RP for the group.

Assert messagesindicate that the router received a data packet on its OIF for the group. Assert
messages report the metric or distance to the source or RP to help the router identify the most
direct path to the root of the tree. If multiple routers claim to have the most direct path to the
source or RP, each router sends its own assert message—the router with the best metric wins.
The other router removesthat link from its OIF list for the group.
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Sparse Mode

In contrast to dense multicast routing protocols like DVMRP and PIM Dense Mode which flood
traffic across every link and prune back unnecessary paths (i.e., the Flood and Prune model), PIM
Sparse Mode follows the Explicit Join model. Sparse-mode routers send multicast traffic to only
those parts of the network that request it.

The Shared Tree

When areceiver subscribes to a group, the receiver's Designated Router (DR) sends ajoin toward
the Rendezvous Point (RP)—a router designated as the root of a shared tree (the RPT) for the
group. Thejoin'swildcard (WC) bit is set, indicating that it contains no source-specific information,
and its RP bit is set, indicating that its destination is the shared tree. A (*,G) entry (star-jee or
star-comma-jee) in the multicast routing table indicates that no source information is available yet
(*), but thereisan interest in the group (G). The RPF check is performed on the RPinstead of on a
source. After it receives a (*,G) join, each router along the way to the RP retains a (*,G) entry. If a
router's OIF list is empty (indicating that it has no interest in the group), the router sends a (*,G)
prune (a prune with its WC bit set) toward the RP. If another router on a multi-access link sees the
(*,G) prune and elects to continue receiving traffic, it may send a (*,G) join to override the prune.

When a source starts sending packets to the group, the source's DR encapsulates each packet in a
Register message and sendsthem, unicast, directly to the RP. The RP de-encapsul ates each Register
message and sends the resulting packet, multicast, down the shared tree toward the listeners. This
encapsulation mechanism allows the RP to act as the root of the tree for all sources sending packets
to the group and conserves bandwidth by maintaining one RP-rooted tree instead of multiple
source-rooted trees. After it sends the multicast data packet, the RP will send an (S,G) join (ajoin
sent without the W and R bits set) toward the source.

Note: The RP may send the join immediately, or after the data rate exceeds a configured
threshold. This allows the administrator to control how PIM uses network resources.

Once the source's DR receivesthe (S,G) join, the DR becomesthe root of a shortest-path tree (SPT)
or a source-rooted tree and creates an OIF. With the OIF created, the DR begins sending native
multicast packets (non-registered packets) down its SPT and registered packets to the RP.

Once the RP's |1 F receives native multicast packets from the SPT, the RP sends a Register Sop
message to the source's DR to indicate that the DR no longer needs to encapsul ate messages.
Although it joined an SPT, the RP continues to forward traffic down the shared tree—this allows
the RP and DR to conserve processor time; however, this increases resource usage on the routers
between them because these routers now maintain (S,G) state that was unnecessary during
encapsulation. The RP aso sends a Register Stop message if no OIF list exists for the group—if
there is no shared tree to distribute the traffic, there is no need to encapsulate the traffic.

The Shortest Path Tree

When areceiver's DR wants to receive traffic directly from the source, the DR sends (S,G) join
messages upstream toward the source, not the RP. Thiswill create an SPT. (S,G) prune messages
sent in the same manner indicate that the leaf router has no more active listeners for the source. In
PIM's source-specific mode (SSM), joins and prunes are always (S,G)-since thereis no RP or shared
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tree, routers always send joins toward the source. Multicast |P addresses in the range 232.x.x.x are
considered SSM addresses, so any routers that receive memberships for a group addressin this
range will always generate an SPT for that group.

Transitioning from RPT to SPT

If the rate of multicast traffic from the source exceeds the bandwidth specified by athreshold on a
receiver's DR, the DR will send an (S,G) join toward the source (S). The listener, now on the SPT
for S, can receive traffic directly from S. Additionally, if the IIF for the (S,G) differs from the [IF
for the (*,G), the router sends an (SGRPT) prune (along with any (*,G) joinsit sends) toward the
RP. An (S,GRPT) prune indicates to the upstream RPT router that this router does not wish to
receive traffic sent to the group on the RPT-this restriction applies only to traffic from this source.
Similar to an (S,G) prune, an (S,GRPT) prune with its R bit set indicates that the action appliesto
the shared tree.

RP Selection

To forward multicast traffic in Sparse Mode, a router must determine which router isthe RP for a
particular group (an administrator may configure a PIM-SM router as a candidate RP (C-RP), set of
groups, or al groups). The C-RP sends advertisements to the Bootstrap Router (BSR) which, in
turn, advertises the candidate RP-set to every router in the domain. Once the PIM routers receive
the BSR's message, the routers use a common hashing algorithm to hash the C-RP address, group,
and mask together to identify which router will be the RP for a given group.

A C-RP router must also learn which router isthe BSR. A PIM-SM router can also be configured as
acandidate-BSR (C-BSR). Each C-BSR assertsitself asthe BSR, then defers once it receives a

preferable BSR message. Eventually, all C-RPswill send their messagesto asingle BSR which will
communicate the Candidate-RP-set to all PIM routers in the domain.

System Overview

System Architecture
Asaresult of including PIM support in the current routing base, multicast is now supported by two
daemons—gated and mrouted. This requires routersto provide IGMP traffic to both daemons,

directing IGMP traffic to socket listeners within each environment. Both DVMRP and PIM require
the underlying IGMP protocol as a base.

Configuration & Limitations

Routing Tables
By definition, PIM does not operate a routing protocol. PIM uses active routes in the unicast

routing table to determine the I11F. However, PIM may not use those routes until they are configured
for use by multicast routing protocols. For this reason, gated now maintains two routing
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infor mation bases or RIBs—one unicast and one multicast. The unicast RIB is the same
information base maintained and updated by unicast routing protocols. The multicast RIB isa
second information base used by multicast routing protocols to determine accessibility and a route
back to the source (RPF).

The XP distributes routes into the multicast RIB through configuration (except in the case of
DVMRP, which enters routes directly into the multicast RIB). Routes connected directly, (or local
routes) distribute into the multicast RIB automatically. Static routes, aggregate routes, and OSPF
now include directivesto install routes in the multicast RIB and the unicast RIB. Other protocols
will use theip-router policy commands to redistribute routes into the multicast RIB.

Inter faces

PIM supports all WAN interface types. The maximum number of multicast-configured interfaces
supported is 96. Size is limited because;

»  Every multicast-forwarding cache (or MFC) control structure passed between the | P stack and
various processes is limited in size to fit inside an mbuf structure, an essential component of
i nter-process communication.

* The MFC control structure contains other information related to multicast routing.

«  Each control structure contains an array the size of the maximum number of virtual interfaces
(or vifs).

« Avifiscreated for every multicast-enabled interface on the router.

« Avif isused for replicating a multicast packet to each outbound interface. Therefore, the
maximum number of interfaces is the same as the maximum number of vifs.

PIM domains must be convex. That is, along any shortest path between two PIM routers, all links
must be configured as PIM interfaces-this ensures that al routers listening to Joins and Prunes sent
along the path to the RP or source will understand these messages.

Flows

The limit to the number of flows on arouter depends only on system memory. Since each (S,G) or
(*,G) pair requires agreat deal of memory, (S,G) forwarding flows will often exhaust physical
memory before line-card table memory.

The mode of Layer-3 flow setup in hardware isrestricted. Since the set of outbound ports depends

upon the group and the source addresses, destination-based flow mode will not work properly in
most configurations.

Reconfiguration
Thisrelease does not support the use of Genl Ds, a mechanism used to let neighboring routers know

that the router rebooted. Upon receiving anew GenlD, arouter should retransmit certain
information related to its current state and RP-set. Future releases will support GenlD.
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Satic RPs
Using static RPs can simplify the convergence of a PIM domain by eliminating the need for BSR

support; however, static RPs are difficult to maintain in alarge domains and are similar to static
routes in advantages and limitations.

I nter oper ability

Despite the fact that you may configure PIM-SM with other multicast protocols on the same router,
PIM-SM currently interoperates with IGMP only—not DVMRP.
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Chapter 18

| P Policy-Based
Forwarding

Configuration Guide

Overview

You can configure the XP to route | P packets according to policies that you define. 1P policy-based
routing allows network managers to engineer traffic to make the most efficient use of their network
resources.

IP policies forward packets based on layer-3 or layer-4 |P header information. You can define IP
policies to route packets to a set of next-hop I P addresses based on any combination of the
following IP header fields:

| P protocol

Source | P address
Destination |P address
Source Socket
Destination Socket

Type of service
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For example, you can set up an IP policy to send packets originating from a certain network
through afirewall, while letting other packets bypass the firewall. Sites that have multiple Internet
service providers can use | P policiesto assign user groupsto particular 1SPs. You can also create |IP
policiesto select service providers based on various traffic types.

Configuring | P Policies

To implement an IP policy, you first create a profile for the packets to be forwarded using an |P
policy. For example, you can create a profile defined as “all telnet packets going from network
9.1.0.0/16 to network 15.1.0.0/16”. You then associate the profile with an IP policy. The IP policy
specifies what to do with the packets that match the profile. For example, you can create an IP
policy that sends packets matching a given profile to next-hop gateway 100.1.1.1.

Configuring an I P policy consists of the following tasks:
e Defining aprofile
» Associating the profile with a policy

* Applying the IP policy to an interface

Defining an ACL Profile

An ACL profile specifies the criteria packets must meet to be eligible for IP policy routing. You
define profiles with the acl command. For IP policy routing, the XP uses the packet-related
information from the acl command and ignores the other fields.

For example, the following acl command creates a profile called “prof1” for telnet packets going
from network 9.1.1.5 to network 15.1.1.2:

xp(config)# acl profl permit ip 9.1.0.0/16 15.1.0.0/16 any any telnet O

See the Enterasys X-Pedition Command Line Interface Reference Manual for complete syntax
information for the acl command.

Note:  ACLsfor non-IP protocols cannot be used for IP policy routing.

Associating the Profile with an I P Policy

254

Once you have defined a profile with the acl command, you associate the profile with an IP policy
by entering one or more ip-policy statements. An ip-policy statement specifies the next-hop
gateway (or gateways) where packets matching a profile are forwarded. (See the Enterasys X-
Pedition Command Line Interface Reference Manual for complete syntax information for the ip-
policy command.)
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For example, the following command creates an | P policy called “pl” and specifies that packets
matching profile “profl” are forwarded to next-hop gateway 10.10.10.10:

xp(config)# ip-policy p1 permit acl profl next-hop-list 10.10.10.10

You can also set up apolicy to prevent packets from being forwarded by an | P policy. For example,
the following command creates an IP policy called “p2” that prevents packets matching profl from
being forwarded using an IP policy:

xp(config)# ip-policy p2 deny acl profl

Packets matching the specified profile are forwarded using dynamic routes instead.

Creating M ulti-Statement | P Policies

An IP policy can contain more than one ip-policy statement. For example, an IP policy can contain
one statement that sends all packets matching a profile to one next-hop gateway, and another
statement that sends packets matching a different profile to a different next-hop gateway. If an IP
policy has multiple ip-policy statements, you can assign each statement a sequence number that
controls the order in which they are evaluated. Statements are eval uated from lowest sequence
number to highest.

For example, the following commands create an | P policy called “p3”, which consists of two IP
policy statements. Theip policy per mit statement has a sequence number of 1, which meansitis
evaluated before the ip policy deny statement, which has a sequence number of 900.

xp(config)# ip-policy p3 permit acl profl next-hop-list 10.10.10.10 sequence 1
xp(config)# ip-policy p3 deny acl prof2 sequence 900

Setting the | P Policy Action

You can use the action parameter with the ip-policy per mit command to specify when to apply the
IP policy route with respect to dynamic or statically configured routes. The options of the action
parameter can cause packets to use the IP policy route first, then the dynamic route if the next-hop
gateway specified in the IP policy is unavailable; use the dynamic route first, then the IP policy
route; or drop the packets if the next-hop gateway specified in the IP policy is unavailable.

Note:  To ensure that a gateway for policy-based routing is available, use the ip-policy set
command and enable the pinger task.

For exampl e, the following command causes packets that match the profile to use dynamic routes
first and use the I P policy gateway only if adynamic route is not available:

xp(config)# ip-policy p2 permit acl profl action policy-last
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Setting L oad Distribution for Next-Hop Gateways

You can specify up to four next-hop gateways in an ip-policy statement. If you specify more than
one next-hop gateway, you can use theip-policy set command to control how the load is distributed
among them and to check the availability of the next-hop gateways.

Note:  To ensure that a gateway for policy-based routing is available, use the ip-policy set
command and enable the pinger task.

By default, each new flow uses the first available next-hop gateway. You can use the ip-policy set
command to cause flows to use all the next-hop gatewaysin the ip-policy permit statement
sequentially. For example, the following command picks the next gateway in the list for each new
flow for policy ‘pl':

xp(config)# ip-policy pl set load-policy round-robin

Theip-policy set command can also be used to check the availability of next-hop gateways by
periodically querying them with ICMP_ECHO_REQUESTS. Only gateways that respond to these
reguests are used for forwarding packets. For example, the following command checks the
availability of next-hop gateways specified in the policy ‘pl’:

xp(config)# ip-policy pl set pinger on

Note:  Some hosts may have disabled responding to ICMP_ECHO packets. Make sure each next-
hop gateway can respond to ICMP_ECHO packets before using this option.

Applying an I P Policy to an Interface

After you define the IP policy, it must be applied to an inbound 1P interface with the ip-policy
apply command. Oncethe IP policy is applied to the interface, packets start being forwarded
according to the IP policy. (See the Enterasys X-Pedition Command Line Interface Reference
Manual for complete syntax information for the ip-policy apply command.)

For example, the following command applies the IP policy ‘p2’ to the interface ‘int2':

xp(config)# ip-policy p2 apply interface int2

Applying an IP Policy to Locally Generated Packets

You can apply an IP policy to locally-generated packets (that is, packets generated by the XP). For
example, the following command appliesthe IP policy ‘p2’ to locally-generated packets:

xp(config)# ip-policy p2 apply local
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| P Policy Configuration Examples

This section presents some examples of 1P policy configurations. The following uses of 1P policies
are demonstrated:

* Routing traffic to different 1SPs

»  Prioritizing service to customers

e Authenticating users through afirewall

» Firewall load balancing

Routing Traffic to Different | SPs

Sites that have multiple Internet service providers can create P policies that cause different user
groups to use different ISPs. You can also create | P policies to select service providers based on
various traffic types.

In the sample configuration in Chapter 18, IP Policy-Based Forwarding Configuration Guide, the
policy router is configured to divide traffic originating within the corporate network between
different ISPs (100.1.1.1 and 200.1.1.1).

DD o
Q Q Q 100.1.1.1

Group user-a
10.50.* .* et.l.1 k

Policy
Router

Q Q et.1.2 /
DDD 200111

Group user-b

1150 * K

Figure 22. Using an | P Policy to Route Traffic to Two Different | SPs

HTTP traffic originating from network 10.50.0.0 for destination 207.31.0.0/16 is forwarded to
100.1.1.1. Non-HT TP traffic originating from network 10.50.0.0 for destination 207.31.0.0/16 is
forwarded to 200.1.1.1. All other traffic is forwarded to 100.1.1.1.
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Thefollowing isthe IP policy configuration for the Policy Router in Figure 22:

interface create ip user-a address-netmask 10.50.1.1/16 port et.1.1
interface create ip user-b address-netmask 11.50.1.1/16 port et.1.2

acl user-a-http permit ip 10.50.0.0/16 207.31.0.0/16 any http 0

acl user-apermit ip 10.50.0.0/16 207.31.0.0/16 any any 0

acl user-b permit ip 11.50.0.0/16 any any any O

ip-policy net-a permit acl user-a-http next-hop-list 100.1.1.1 action policy-first sequence 20
ip-policy net-a permit acl user-a next-hop-list 200.1.1.1 action policy-only sequence 25

ip-policy net-a apply interface user-a

ip-policy net-b permit acl user-b next-hop-list 200.1.1.1 action policy-first

ip-policy net-b apply interface user-b

Prioritizing Serviceto Customers

An ISP can use policy-based routing on an access router to supply different customers with
different levels of service. The sample configuration in Figure 23 shows an XP using an IP policy
to classify customers and route traffic to different networks based on customer type.

2D s ™
Q Q Q High-Cost,HighAvailabiIity)

Network 100.1.1.1

Premium Customer
10.50.* * et.1.1

Policy
Router

Q Q et.1.2
Low-Cost Network
DD D 111

Standard Customer
11.50.* * \ J

Figure 23. Using an | P Palicy to Prioritize Serviceto Customers

Traffic from the premium customer isload balanced across two next-hop gatewaysin the high-cost,
high-avail ability network. If neither of these gateways is available, then packets are forwarded
based on dynamic routes learned via routing protocols.
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Traffic from the standard customer always uses one gateway (200.1.1.1). If for some reason that
gateway is not available, packets from the standard customer are dropped.

The following isthe IP policy configuration for the Policy Router in Figure 23:

interface create ip premium-customer address-netmask 10.50.1.1/16 port et.1.1
interface create ip standard-customer address-netmask 11.50.1.1/16 port et.1.2

acl premium-customer permit ip 10.50.0.0/16 any any any O
acl standard-customer permit ip 11.50.0.0/16 any any any O

ip-policy p1 permit acl premium-customer next-hop-list “100.1.1.1
100.1.1.2" action policy-first sequence 20

ip-policy apply interface premium-customer
ip-policy p2 permit acl standard-customer next-hop-list 200.1.1.1 action policy-only sequence 30

ip-policy apply interface standard-customer

Authenticating Usersthrough a Firewall

You can define an P policy that authenticates packets from certain users viaafirewall before
accessing the network. If for some reason the firewall is not responding, the packetsto be
authenticated are dropped. Figure 24 illustrates this kind of configuration.

contctors DD
10.50.1.0/24

DD upu DDD
E—— | Policy Router | | Servers
D D D g roue

full-timers

10.50.2.0/24

Figure 24. Using an | P Policy to Authenticate Users Through a Firewall

Packets from users defined in the “ contractors’ group are sent through afirewall. If the firewall
cannot be reached packets from the contractors group are dropped. Packets from users defined in
the “full-timers’ group do not have to go through the firewall.
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Thefollowing isthe IP policy configuration for the Policy Router in Figure 24:

interface create ip mlsO address-netmask 10.50.1.1/16 port et.1.1

acl contractors permit ip 10.50.1.0/24 any any any O
acl full-timers permit ip 10.50.2.0/24 any any any 0

ip-policy access permit acl contractors next-hop-list 11.1.1.1 action policy-only
ip-policy access permit acl full-timers next-hop-list 12.1.1.1 action policy-first
ip-policy access apply interface mlsO

Firewall L oad Balancing

The next hop gateway can be selected by the following information in the | P packet: source IP,
destination I P, or both the source and destination IP. Figure 25 illustrates this configuration.

/ Intranet \ E— / Internet \
Q Q 1111[ 7 |2221 Q Q
DDD AN DDD

Y &
&Y 1112 o 2222 llz _
misl|  Policy g)os : Policy mls2
Router 1 € 2> Router 2
&

;U Q 1115 2225 Q Q
505 N/ 505

N N

Figure 25. Selecting Next Hop Gateway from | P Packet I nformation

One session should always go to a particular firewall for persistence.
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The following is the configuration for Policy Router 1 in Figure 25.

vlan create firewall
vlan add ports et.1.(1-5) to firewall

interface create ip firewall address-netmask 1.1.1.5/16 vlan firewall

acl firewall permitip any any any 0

ip-policy p1 permit acl firewall next-hop-list“1.1.1.11.1.1.21.1.1.3 1.1.1.4" action policy-only
ip-policy pl set load-policy ip-hash both

ip-policy pl apply interface misl

The following is the configuration for Policy Router 2 in Figure 25.

vlan create firewall
vlan add ports et.1.(1-5) to firewall

interface create ip firewall address-netmask 2.2.2.5/16 vlan firewall

acl firewall permitip any any any 0

ip-policy p2 permit acl firewall next-hop-list “2.2.2.1 2.2.2.2 2.2.2.3 2.2.2.4" action policy-only
ip-policy p2 set load-policy ip-hash both

ip-policy p2 apply interface mis2

Monitoring I P Policies

Theip-policy show command reports information about active IP policies, including profile
definitions, policy configuration settings, and next-hop gateways. The command also displays
statistics about packets that have matched an IP policy statement as well as the number of packets
that have been forwarded to each next-hop gateway.
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For example, to display information about an active P policy called “pl”, enter the following
command in Enable mode;

Xp# ip-policy show policy-name p1

IPPolicyname :pl@
Applied Interfaces: intl @
Load Policy : first available ©

o (5] (6] O 06 090

ACL Source IP/Mask  Dest. IPIMask  SrcPort DstPort  TOS Prot
profl 9.1.1.5/32 15.1.1.2 any any 0IP

prof2 222.2/32 anywhere any any 0IP

everything anywhere anywhere any any 0IP

Next Hop Information

® ® & @ 6 ® ® o

Seq Rule ACL Cnt Action Next Hop Cnt Last
10 permitprofl O Policy Only 11112 0 Dwn
20 permitprof2 0 Policy Last 1111 0 Dwn

2222 0 Dwn
3333 0 Dwn

999 permit everything O Policy Only drop N/A N/A
65536 deny deny O N/A normal fwd  N/A N/A
®

L egend:

1. Thename of the IP policy.
2. Theinterface where the IP policy was applied.

3. Theload distribution setting for IP-policy statements that have more than one next-hop
gateway; either first available (the default) or round-robin.

The names of the profiles (created with an acl statement) associated with this IP policy.
The source address and filtering mask of this flow.

The destination address and filtering mask of this flow.

For TCP or UDP, the number of the source TCP or UDP port.

For TCP or UDP, the number of the destination TCP or UDP port.

© © N o g b

The TOS value in the packet.
10. 1P protocol (ICMP, TCP UDP).

11. The sequence in which the statement is evaluated. | P policy statements are listed in the order
they are evaluated (lowest sequence number to highest).
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12.
13.
14.

15.

16.
17.
18.

19.

The ruleto apply to the packets matching the profile: either permit or deny
The name of the profile (ACL) of the packets to be forwarded using an I P policy.

The number of packets that have matched the profile since the I P policy was applied (or since
theip-policy clear command was last used)

The method by which IP policies are applied with respect to dynamic or statically configured
routes, possible values are Policy First, Policy Only, or Policy Last.

Thelist of next-hop gateways in effect for the policy statement.
The number of packets that have been forwarded to this next-hop gateway.

The state of the link the last time an attempt was made to forward a packet; possible values are
up, dwn, or N/A.

Implicit deny rulethat is always evaluated last, causing all packets that do not match one of the
profiles to be forwarded normally (with dynamic routes).

See the Enterasys X-Pedition Command Line Interface Reference Manual for complete syntax
information for the ip-policy show command.
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Chapter 19

Network Address
Trandation
Configuration Guide

Overview

Note:  Some commandsin this facility require updated X P hardware. NAT interfaces do not
currently support VRRP.

Network Address Trangation (NAT) allows an |P address used within one network to be trandated
into adifferent | P address used within another network. NAT is often used to map addressesused in
aprivate, local intranet to one or more addresses used in the public, global Internet. NAT provides
the following benefits:

» Limitsthe number of IP addresses used for private intranets that are required to be registered
with the Internet Assigned Numbers Authority (IANA).

e Conservesthenumber of global |P addresses needed by aprivateintranet (for example, an entity
can use asingle IP address to communicate on the Internet).

* Maintains privacy of local networks, asinternal 1P addresses are hidden from public view.
With NAT, the local network is designated the inside network and the global Internet is designated

the outside network. In addition, the X P supports Port Address Trandation (PAT) for either static or
dynamic address bindings.
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The XP alows you to create the following NAT address bindings:

e  Static, one-to-one binding of inside, local address or address pool to outside, global address or
address pool. A static address binding does not expire until the command that defines the
binding is negated. | P addresses defined for static bindings cannot be reassigned. For static
address bindings, PAT allows TCP or UDP port numbers to be translated along with the IP
addresses.

»  Dynamic binding between an address from a pool of local addresses to an address from a pool
of outside addresses. With dynamic address binding, you define local and global address pools
from which the addresses bindings can be made. | P addresses defined for dynamic binding are
reassigned whenever they become free. For dynamic address bindings, PAT allows port address
translation if no addresses are available from the global address pool. PAT alows port address
translation for each addressin the global pool. The ports are dynamically assigned between the
range of 1024 to 4999. Hence, you have about 4,000 ports per global 1P address.

Dynamic bindings are removed automatically when the flow count goes to zero. At this point,
the corresponding port (if PAT enabled) or the global 1P addressis freed and can be reused the
next time. Although there are special cases like FTP where the flows are not installed for the
control path, the binding will be removed only by the dynamic binding timeout interval.

Configuring NAT

The following are the stepsin configuring NAT on the XP:
1. Setting the NAT interfaces to be “inside” or “outside.”
2. Setting the NAT rules (static or dynamic).

Note:  NAT interfaces do not currently support VRRP.

Setting Inside and Outside I nterfaces

When NAT is enabled, address translation is only applied to those interfaces which are defined to
NAT as“inside” or “outside” interfaces. NAT only translates packets that arrive on adefined inside
or outside interface. To specify an interface asinside (local) or outside (global), enter the following
command in Configure mode.

Define an interface asinside or nat set interface <InterfaceName> insideloutside
outside for NAT.

Note:  The XP will display interface names up to 32 charactersin length.
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Setting NAT Rules

Satic
You create NAT static bindings by entering the following command in Configure mode.
Enable NAT with static address nat create static protocol ipltcp|udp local-ip <local-ip-
binding. add/address range> global-ip <global-ip-
add/address range> [local-port <tcp/udp local-
port>|any] [global-port <tcp/udp global-
port>Jany]
Dynamic

You create NAT dynamic bindings by entering the following command in Configure mode.

Enable NAT with dynamic address nat create dynamic local-acl-pool <local-acl> global-

binding. pool <ip-addr/ip-addr-range/ip-addr-list/ip-addr-
mask> [matches-interface <interface>] [enable-ip-
overload]

For dynamic address bindings, you define the address pools with previously-created ACLs. You
can also specify the enable-port-overload parameter to allow PAT.

Forcing Flowsthrough NAT

If ahost on the outside global network knows an inside local address, it can send amessage directly
to theinside local address. By default, the X P will route the message to the destination. You can
force all flows between the inside local pool and the outside global network to be translated. This
prevents a host on the outside global network from being allowed to send messages directly to any
addressin the local address pool.

You force address translation of all flowsto and from the inside local pool by entering the
following command in Configure mode.

Force al flowsto and from local nat set secure-plus on|off
address pool to be trandlated.

Managing Dynamic Bindings

As mentioned previoudly, dynamic address bindings expire only after a period of non-use or when
they are manually deleted. The default timeout for dynamic address bindings is 1440 minutes (24
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hours). You can manually delete dynamic address bindings for a specific address pool or delete all

dynamic address bindings.

To set the timeout for dynamic address bindings, enter the following command in Configure mode.

Set timeout for dynamic address
bindings.

nat set dynamic-binding-timeout <minutes> |disable

To flush dynamic address bindings, enter the following command in Enable mode.

Flush all dynamic address bindings.

nat flush-dynamic-binding all

Flush dynamic address bindings
based on local and global ACL pools.

nat flush-dynamic-binding pool-specified local-acl-pool
<local-acl> global-pool <ip-addr/ip-addr-
range/ip-addr-list/ip-addr-mask>

Flush dynamic address bindings
based on binding type.

nat flush-dynamic-binding type-specified
dynamicl|overloaded-dynamic

Flush dynamic address bindings
based on application.

nat flush-dynamic-binding owner-specified dnslftp-
control|ftp-data

NAT and DNS

NAT can trandate an address that appears in a Domain Name System (DNS) response to a name or
inverse lookup. For example, if an outside host sends a name lookup to an inside DNS server, the
inside DNS server can respond with alocal IP address, which NAT translates to a global address.

You create NAT dynamic bindings for DNS by entering the following command in Configure

mode.

Enable NAT with dynamic address
binding for DNS query/reply.

nat create dynamic local-acl-pool <outside-local-acl>
global-pool <ip-addr/ip-addr-range/ip-addr-
|list/ip-addr-mask>

DNS packets that contain addresses that match the ACL specified by outside-local-acl-pool are
translated using local addresses allocated from inside-global-pool.

The default timeout for DNS dynamic address bindingsis 30 minutes. You can change this timeout
by entering the following command in Configure mode:

Specify the timeout for DNS
bindings.

nat set dns-session-timeout <minutes>

268
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NAT and ICMP Packets

NAT trand ates addresses embedded in the data portion of the following types of ICMP error
messages:

»  Desdtination unreachable (type 3)
»  Source quench (type 4)

e Redirect (type5)

» Time exceeded (type 11)

e Parameter problem (type 12)

NAT and FTP

File Transfer Protocol (FTP) packets require special handling with NAT, because the FTP PORT
command packets contain | P address information within the data portion of the packet. It is
therefore important for NAT to know which control port isused for FTP (the default is port 21) and
the timeout for the FTP session (the default is 30 minutes). If FTP packets will arrive on adifferent
port number, you need to specify that port to NAT.

To define FTP parameters to NAT, enter the following commands in Configure mode.

Specify the FTP control port. nat set ftp-control-port <port number>

Specify the FTP session timeout. nat set ftp-session-timeout <minutes>

If PAT is enabled, NAT checks packets for the FTP PORT command. If a packet is to be translated
(as determined by the ACL specified for the dynamic address binding), NAT creates a dynamic
binding for the PORT command. An outside host will only see aglobal IP addressinan FTP
response and not the local 1P address.

NAT and VRRP

NAT interfaces do not currently support VRRP.

Monitoring NAT

To display NAT information, enter the following command in Enable mode.

Display NAT information. nat show [translations all|<type>] [timeouts] [statistics]
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Configuration Examples

This section shows examples of NAT configurations.

Satic Configuration

The following example configures a static address binding for inside address 10.1.1.2 to outside
address 192.50.20.2:

Outbound: Translate source 10.1.1.2 to 192.50.20.2
Inbound: Translate destination 192.50.20.2 to 10.1.1.2

Router
Global Internet
IP network 10.1.1.0/24 21 et 22
interée 10-net interface 192-net
10.1.1.2 (10.1.1.1/24) (192.50.20.1/24)

Thefirst step isto create the interfaces:

interface create ip 10-net address-netmask 10.1.1.1/24 port et.2.1
interface create ip 192-net address-netmask 192.50.20.1/24 port €t.2.2

Next, define the interfaces to be NAT “inside” or “outside”:

nat set interface 10-net inside
nat set interface 192-net outside

Then, define the NAT static rules:

nat create static protocol ip local-ip 10.1.1.2 globa-ip 192.50.20.2

Using Static NAT
Static NAT can be used when the local and global |P addresses are to be bound in a fixed manner.
These bindings never get removed nor time out until the static NAT command itself is negated.
Static binding is recommended when you have a need for a permanent type of binding.

The other use of static NAT iswhen the out to in traffic isthe first to initialize aconnection, i.e., the
first packet is coming from outside to inside. This could be the case when you have a server in the
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local network and clients located remotely. Dynamic NAT would not work for this case as bindings
are aways created when an in to out Internet connection occurs. A typical exampleisaweb server
inside the local network, which could be configured as follows:

nat create static protocol tcp local-ip 10.1.1.2 global-ip 192.50.20.2 local -port 80 global-port 80

This server, 10.1.1.2, is advertised as 192.50.20.2 to the external network.

Dynamic Configuration

The following example configures a dynamic address binding for inside addresses 10.1.1.0/24 to
outside address 192.50.20.0/24:

Outbound: Translate source pool 10.1.1.0/24 to global pool 192.50.20.0/24

10.1.1.4
Router
Global Internet
IP network 10.1.1.0/24 et2.1 et.2.2
0113 10112 interface 10-net interface 192-net
10.1.1. e (10.1.1.1/24) (192.50.20.1/24)

Thefirst step isto create the interfaces:

interface create ip 10-net address-netmask 10.1.1.1/24 port et.2.1
interface create ip 192-net address-netmask 192.50.20.1/24 port €t.2.2

Next, define the interfaces to be NAT “inside” or “outside”:

nat set interface 10-net inside
nat set interface 192-net outside

Then, definethe NAT dynamic rules by first creating the source ACL pool and then configuring the
dynamic bindings:

acl Icl permitip 10.1.1.0/24
nat create dynamic local-acl-pool Icl global-pool 192.50.20.0/24
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Using Dynamic NAT

Dynamic NAT can be used when the local network (inside network) is going to initialize the
connections. It creates a binding at run time when a packet is sent from alocal network, as defined
by the NAT dynamic local ACI pool. The network administrator does not have to worry about the
way in which the bindings are created; the network administrator just sets the pools and the XP
automatically chooses afree global 1P from the global pool for thelocal IP.

Dynamic bindings are removed when the flow count for that binding goesto zero or the timeout has
been reached. The free globals are used again for the next packet.

A typical problemisthat if there are more local |P addresses as compared to global 1P addressesin
the pools, then packets will be dropped if al the globals are used. A solution to this problemisto
use PAT with NAT dynamic. Thisis only possible with TCP or UDP protocols.

Dynamic NAT with IP Overload (PAT) Configuration

The following example configures a dynamic address binding for inside addresses 10.1.1.0/24 to
outside address 192.50.20.0/24:

Outbound: Tranglate source pool 10.1.1.0/24 to global pool 192.50.20.1-192.50.20.3

IP network 10.1.1.0/24 et2.1 et2.2

10.1.1.4

Router

Global Internet

10.1.1.3

10112 interface 10-net interface 192-net
B (10.1.1.1/24) (192.50.20.1/24)

272

Thefirst step isto create the interfaces:

interface create ip 10-net address-netmask 10.1.1.1/24 port et.2.1
interface create ip 192-net address-netmask 192.50.20.1/24 port €t.2.2

Next, define the interfaces to be NAT “inside” or “outside”:

nat set interface 10-net inside
nat set interface 192-net outside
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Then, define the NAT dynamic rules by first creating the source ACL pool and then configuring the
dynamic bindings:

acl Icl permitip 10.1.1.0/24
nat create dynamic local-acl-pool Icl global-pool 192.50.20.1-192.50.20.3
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Using Dynamic NAT with | P Overload

Dynamic NAT with |P overload can be used when the local network (inside network) will be
initializing the connections using TCP or UDP protocols. It creates a binding at run time when the
packet comes from alocal network defined in the NAT dynamic local ACL pool. The difference
between the dynamic NAT and dynamic NAT with PAT isthat PAT uses port (layer 4) information
to do the tranglation. Hence, each global 1P has about 4000 ports that can be translated. NAT on the
XP uses the standard BSD range of ports from 1024-4999 which is fixed and cannot be configured
by the user. The network administrator does not have to worry about the way in which the bindings
are created; he/she just sets the pools and the X P automatically chooses a free global |P from the
global pool for thelocal IP.

Dynamic bindings are removed when the flow count goes to zero or the timeout has been reached.
The removal of bindings frees the port for that global and the port is available for reuse. When all
the ports for that global are used, then ports are assigned from the next free global. If no more ports
and globals are available, the packets will be dropped.

Dynamic NAT with DNS

The following example configures a DNS dynamic address binding for outside address
192.50.20.2-192.50.20.9 to inside addresses 10.1.1.0/24:

DNS server static binding of 10.1.1.10 to 192.50.20.10

DNS
Server
10.1.1.10
Router
Global Internet
IP network 10.1.1.0/24 et2.1 et 2.2
interface 10-net interface 192-net
(10.1.1.1/24) (192.50.20.1/24)
10.1.1.2 10.1.1.3
Thefirst step isto create the interfaces:
interface create ip 10-net address-netmask 10.1.1.1/24 port et.2.1
interface create ip 192-net address-netmask 192.50.20.1/24 port €t.2.2
Next, define the interfaces to be NAT “inside” or “outside’:
nat set interface 10-net inside
nat set interface 192-net outside
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Then, define the NAT dynamic rules by first creating the source ACL pool and then configuring the
dynamic bindings:

acl Icl permitip 10.1.1.0/24

nat create dynamic local-acl-pool Icl global-pool 192.50.20.2-192.50.20.9
nat create static local-ip 10.1.1.10 global-ip 192.50.20.10 protocol ip

Using Dynamic NAT with DNS

When aclient from outside sends a query to the static global 1P address of the DNS server, NAT
will trandlate the global IP address to the local 1P address of the DNS server. The DNS server will
resolve the query and respond with areply. The reply can include the local | P address of a host
inside the local network (for example, 10.1.1.2); thislocal 1P addresswill be translated by NAT into
aglobal IP address (for example, 192.50.20.2) in a dynamic binding for the response.

Dynamic NAT with Outside I nterface Redundancy

The following example configures a dynamic address binding for inside addresses 10.1.1.1/24 to

outside addresses 192.50.20.1/24 on interface 192-net and to outside addresses 201.50.20.1/24 on
interface 201-net:

Outbound: Translate source pool 10.1.1.0/24 to global pool 192.50.20.0/24
Tranglate source pool 10.1.1.0/24 to global pool 201.50.20.0/24

interface 192-net

(192.50.20.1/24)
10.1.1.4
Router Global Internet
IP network 10.1.1.0/24 21 et.2.2
2l o3\
interface 10-net interface 201-net

101130 110112 (101.1.1/24) (201.50.20.1/24)

Thefirst step isto create the interfaces:

interface create ip 10-net address-netmask 10.1.1.1/24 port et.2.1
interface create ip 192-net address-netmask 192.50.20.1/24 port €t.2.2
interface create ip 201-net address-netmask 201.50.20.1/24 port €t.2.3
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Next, define the interfaces to be NAT “inside” or “outside”:

nat set interface 10-net inside
nat set interface 192-net outside

nat set interface 201-net outside

Then, define the NAT dynamic rules by first creating the source ACL pool and then configuring the
dynamic bindings:

acl Icl permitip 10.1.1.1/24
nat create dynamic local-acl-pool Icl global-pool 192.50.20.1/24 matching-if 192-net
nat create dynamic local-acl-pool Icl global-pool 210.50.20.1/24 matching-if 201-net

Using Dynamic NAT with M atching I nterface Redundancy

276

If you have redundant connections to the remote network via two different interfaces, you can use
NAT for trandating the local address to the different global pool specified for the two connections.
This case is possible when you have two 1SPs connected on two different interfaces to the Internet.
Through arouting protocol, some routes will result in traffic going out of one interface and for
others going out on the other interface. NAT will check which interface the packet is going out
from before selecting a global pool. Hence, you can specify two different global pools with the
same local ACL pool on two different interfaces.
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Web Hosting
Configuration Guide

Overview

Accessing information on websites for both work or personal purposes is becoming a normal
practice for an increasing number of people. For many companies, fast and efficient web accessis
important for both external customers who need to access the company websites, aswell asfor
users on the corporate intranet who need to access Internet websites.

The following features on the X P provide ways to improve web access for external and internal
USers.

e Loadbalancing allowsincoming HT TP requeststo acompany’swebsiteto be distributed across
several physical servers. If one server should fail, other servers can pick up the workload.

*  Web caching allows HTTP requests from internal usersto Internet sites to be redirected to
cached Web objects on local servers. Not only is response time faster since reguests can be
handled locally, but overall WAN bandwidth usage is reduced.

Note: Load balancing and web caching can be performed using application software, however,
the X P can perform these functions much faster as the redirection is handled by
specialized hardware.
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L oad Balancing

Note: Load balancing requires updated X P hardware.

You can use the load balancing feature on the XP to distribute session load across a group of
servers. If you configure the XP to provide load balancing, client requests that go through the XP
can beredirected to any one of several predefined hosts. With load balancing, clients access servers
through avirtual IP. The XP transparently redirects the requests with no change required on the
clients or servers; al configuration and redirection is done on the XP.

Configuring Load Balancing

The following are the steps in configuring load bal ancing on the XP:

1. Createalogical group of load balancing servers and define avirtual |P for the group.

2. Definethe serversin the group.

3. Specify optional operating parameters for the group of load balancing servers or for individual

servers in the group.

Creating the Server Group

To use load balancing, you create alogical group of load balancing servers and define avirtual 1P
for the server that the clients will use to access the server pool.

To create the server group and define the virtual |P for the server, enter the following command in

Configure mode:

Create group of load balancing
servers.

|oad-balance create group-name <group name> virtual-ip
<ipaddr> [virtual-port <port number>] protocol
tepludp [persistence-level tep|ssl|vpn|sticky]

Create arange of load balancing
Server groups.

load-balance create vip-range-name <range name> vip-
range <range> [virtual-port <port number>]
protocol tcpludp [persistence-level teplssl|vpn|sticky]

278
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Adding Serversto the L oad Balancing Group
Oncealogical server group is created, you specify the serversthat can handle client requests. When
the XP receives a client request directed to the virtual server address, it redirects the request to the
actual server address and port. Server selection is done according to the specified policy.

To add serversto the server group, enter the following command in Configure mode:

Add load balancing serversto a load-balance add host-to-group <ipaddr/range> group-
specific server group. name <group name> port <port number> [weight
<weight>]

Add range of load balancing servers | load-balance add host-to-vip-range <range> vip-range-
to arange of server groups. name <range name> port <port number> [weight
<weight>]

Session Per sistence

Load balancing clients connect to avirtual |P address, which in redlity is redirected to one of
several physical serversin aload balancing group. In many web page display applications, a client
may have its requests redirected to and serviced by different serversin the group. In certain
situations, however, it may be critical that all traffic for the client be directed to the same physical
server for the duration of the session; thisis the concept of session persistence.

When the XP receives a new session request from a client for a specific virtual address, the XP
creates a binding between the client (source) |P address/port socket and the (destination) 1P
address/port socket of the load balancing server selected for this client. Subsequent packets from
clients are compared to thelist of bindings: if there is a match, the packet is sent to the same server
previously selected for this client; if there is not a match, a new binding is created. How the XP
determines the binding match for session persistence is configured with the per sistence-level
option when the load balancing group is created (see Creating the Server Group on page 278).

There are four configurable levels of session persistence:

e TCP persistence: abinding is determined by the matching the source | P/port address aswell as
the virtual destination IP/port address. For example, requests from the client address of
134.141.176.10:1024 to the virtual destination address 207.135.89.16:80 is considered one
session and would be directed to the same load balancing server (for example, the server with
IP address 10.1.1.1). A request from a different source socket from the same client addressto
the same virtual destination address would be considered another session and may be directed
to adifferent load balancing server (for example, the server with |P address 10.1.1.2). Thisis
the default level of session persistence.
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e SSL persistence: abinding is determined by matching the source | P address and the virtual
destination | P/port address. Note that requests from any source socket with the client 1P address
are considered part of the same session. For example, requests from the client 1P address of
134.141.176.10:1024 or 134.141.176.10:1025 to the virtual destination address
207.135.89.16:80 would be considered one session and would be directed to the same load
balancing server (for example, the server with |P address 10.1.1.1).

e Sticky persistence: abinding isdetermined by matching the source and destination | P addresses
only. Thisallowsall requestsfrom aclient to the samevirtual addressto be directed to the same
load balancing server. For example, both HTTP and HT TPS requests from the client address
134.141.176.10 to the virtual destination address 207.135.89.16 would be directed to the same
load balancing server (for example, the server with |P address 10.1.1.1).

*  Virtual private network (VPN) persistence: for VPN traffic using Encapsulated Security
Payload (ESP) mode of 1PSec, a binding is determined by matching the source and destination
I P addresses in the secure key transfer request to subsequent client requests. This allows both
the secure key transfer and subsequent data traffic from a particular client to be directed to the
same load balancing server. The default port number recognized by the XP for secure key
transfer in VPN is 500; you can use the load-balance set vpn-dest-port command to specify a
different port number.

You can use the load-balance show sour ce-mappings command to display information about the
current list of bindings.

The binding between a client (source) and aload balancing server times out after acertain period of
non-activity. The default timeout depends upon the session persistence level configured, as shown
below:

Persistence | Default Binding
Level Timeout
TCP 3 minutes
SSL 120 minutes
Sticky 120 minutes
VPN 3 minutes

You can change the timeout for aload balancing group with the load-balance set aging-for-src-
maps command.

The XP also supports netmask persistence, which can be used with any of the four levels of session
persistence. A netmask (configured with the load-balance set client-proxy-subnet command) is
applied to the source IP address and this address is compared to the list of bindings: if abinding
exists, the packet is sent to the same load balancing server previously selected for this client; if
there is not amatch, anew binding is created.

This feature allows a range of source |P addresses (with different port numbers) to be sent to the

same load balancing server. Thisis useful where client requests may go through a proxy that uses
Network Address Translation or Port Address Trand ation or multiple proxy servers. During a
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session, the source | P address can change to one of several sequential addresses in the translation
pool; the netmask allows client requests to be sent to the same server.

Optional Group or Server Operating Parameters

There are several commands you can specify that affect the operating parameters of individual
servers or the entire group of load balancing servers. In many cases, there are default parameter
values and you only need to specify a command if you wish to change the default operation. For
example, you can specify the policy to be used for distributing the workload for a group of load
balancing servers. By default, the XP assigns sessions to serversin a round-robin (sequential)
manner.

Specifying L oad Balancing Policy

The default policy for distributing workload among the load balancing serversis “round-robin,”
where the X P selects the server on arotating basis without regard to the load on individual servers.
Other policies can be chosen for the group, including least loaded, where the server with the fewest
number of sessions bound to it is selected to service a new session. The weighted round robin
policy isavariation of the round-robin policy, where each server takes on new sessions according
to its assigned weight. If you choose the weighted round robin policy, you must assign a weight to
each server that you add to the load balancing group.

To specify the load balancing policy, enter the following command in Configure mode:

Specify load balancing palicy. load-balance set policy-for-group <group name> policy
<policy>

Note: These policies only affect groups created with the parameter protocol tcp; groups created
with the parameter protocol udp are load-balanced using a fixed |P-hash policy.
Specifying a Connection Threshold

By default, thereisno limit on the number of sessions that aload balancing server can service. You
can configure a maximum number of connections that each server in agroup can service.

To specify the connection threshold for serversin the group, enter the following command in
Configure mode:

Specify maximum number of load-balance set group-conn-threshold <group name>
connections for all serversin the limit <maximum connections>
group.

Note:  Thislimitsthe number of connectionsfor each server in the group, not the total number of
connections for the group.
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Verifying Serversand Applications

The XP automatically performs the following types of verification for the attached load balancing
servers/applications:

» Veifiesthe state of the server by sending a ping to the server at 5-second intervals. If the XP
does not receive areply from a server after four ping requests, the server is considered to be
“down.”

»  Checksthat an application session on the server can be established by doing a smple TCP
handshake with the application on the configured physical port of the server at 15-second
intervals. If the X P does not receive areply from the application after four tries, the application
is considered to be “down.”

You can change the intervals at which pings or handshakes are attempted and the number of times
that the XP retries the ping or handshake before considering the server or application to be “ down.”
You can change these parameters for all serversin aload balancing group or for specific servers.

You can change the ping intervals and the number of retries by entering the following Configure

mode commands..

Set ping interval for all serversin load-balance set group-options <group name> ping-int

specified group. <seconds>

Set ping interval for specific server. load-balance set server-options <ipaddr> ping-int
<seconds> port <port number>

Set number of ping retriesfor all load-balance set group-options <group hame> ping-tries

serversin specified group. <number>

Set number of ping retriesfor load-balance set server-options <ipaddr> ping-tries

specific server. <number> port <port number>

You can change the handshake intervals and the number of retries by entering the following
Configure mode commands:

Set handshake interval for all servers | load-balance set group-options <group name> app-int
in specified group. <seconds>

Set handshake interval for specified load-balance set server-options <group name> app-int
server. <seconds> port <port number>

Set number of handshake retries for load-balance set group-options <group name> app-tries
all serversin specified group. <number>

Set number of verification retriesfor | load-balance set server-options <group hame> app-tries
specified server. <number> port <port number>
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Verifying Extended Content

You can also have the XP verify the content of an application on one or more load balancing
servers. For thistype of verification, you specify the following:

e A string that the X P sendsto asingle server or to the group of load balancing servers. Thestring
can be asimple HTTP command to get a specific HTML page. Or, it can be acommand to
execute a user-defined CGlI script that tests the operation of the application.

»  Thereply that the application on each server sends back that the XP will use to validate the
content. In the case where a specific HTML page isretrieved, the reply can be a string that
appears on the page, such as“OK.” If a CGlI script is executed on the server, it should return a
specific response (for example, “OK”) that the XP can verify.

Note that you can specify thistype of verification for a group of load balancing servers or for a
specific server.

Application verification, whether a simple TCP handshake or a user-defined action-response check,
involves opening and closing a connection to aload balancing server. Some applications require
specific commands for proper closure of the connection. For example, a connection to an SMTP
server application should be closed with the “ quit” command. You can configure the XP to send a
specific string to close a connection on a server.

You can verify an application by entering the following Configure mode commands:

Specify application verification for load-balance set group-options <group name> acv-

all serversin specified group. command <command string> acv-reply <reply
string> read-till-index <reply string> [check-port
<port-number>][acv-quit <quit string>]

Specify application verification for load-balance set server-options <ipaddr> port <port
specified server. number> acv-command < command string> acv-
reply <reply string> read-till-index <reply string>
[check-port <port-number>][acv-quit <quit
string>]

Setting Server Satus

It may become necessary at times to prevent new sessions from being directed to one or more load
balancing servers. For example, if you need to perform maintenance tasks on a server system, you
might want new sessions to temporarily not be directed to that server. Setting the status of a server
to “down” prevents new sessions from being directed to that server. The “down” status does not
affect any current sessions on the server. When the server is again ready to accept new sessions,
you can set the server statusto “up.”
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To set the status of aload balancing server, enter the following command in Enable mode:

Set status of load balancing server. load-balance set server-status server-ip <ipaddr/range>
server-port <port number> group-name <group name>
status up|down

L oad Balancingand FTP

File Transfer Protocol (FTP) packets require specia handling with load balancing, because the FTP
PORT command packets contain | P addressinformation within the data portion of the packet. If the
FTP control port used is not port 21, it isimportant for the X P to know the port number that is used

for FTP.

To define an FTP control port (other than port 21) to the load balancing function, enter the
following command in Configure mode:

Specify the FTP control port. load-balance set ftp-control-port < port number>

Allowing Accessto Load Balancing Servers

Load balancing causes both source and destination addresses to be translated on the XP. It may be
undesirable in some cases for a source address to be trandlated; for example, when dataisto be
updated on an individual server. Specified hosts can be allowed to directly access serversin the
load balancing group without address translation. Note, however, that such hosts cannot use the
virtual 1P address and port number to access the load balancing group of servers.

To allow specified hosts to access the load balancing servers without address trandation, enter the
following command in Configure mode:

Specify the hosts that can access load-balance allow access-to-servers client-ip
servers without address translation. <ipaddr/range> group-name <group hame>

Setting Timeoutsfor Load Balancing M appings

A mapping between a host (source) and aload-balancing server (destination) times out after a
certain period. After the mapping times out, any server in the load balancing group can be selected.
The default timeouts depend upon the session persistence level configured when the load balance
group is created. You can specify the timeout for source-destination load balancing mappings.
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To specify the timeout for load balancing mappings, enter the following command in Configure

mode:

Specify the timeout for source-
destination mappings.

load-balance set aging-for-src-maps <string> aging-time
<timer>

Displaying L oad Balancing I nfor mation

To display load balancing information, enter the following commands in Enable mode:

Show the groups of load balancing
servers.

load-balance show virtual-hosts [group-name <group
name>|[virtual-ip <ipaddr>][virtual-port <port
number>]

Show source-destination bindings.

load-balance show sour ce-mappings [client-ip
<ipaddr/range>][virtual-ip <ipaddr>][virtual-
port <port number>] [destination-host-ip
<ipaddr>]

Show load balancing statistics.

load-balance show statistics [group-name <group
name>|[virtual-ip <ipaddr>] [virtual-port <port
number>]

Show load balance hash table
statistics.

load-balance show hash-stats

Show load balance options for
verifying the application.

load-balance show acv-options [group-name <group
name>][destination-host-ip <virtual-
ipaddr>][destination-host-port <virtual-port-
number>]

Configuration Examples

This section shows examples of load balancing configurations.
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Web Hosting with One Virtual Group and Multiple Destination Servers

In the following example, a company web site is established with a URL of www.enterasys.com.
The system administrator configures the networks so that the X P forwards web requests among
four separate servers, as shown below.

Web requests
forwarded to
one of the servers I nternet

Router Q
Web requests
to www.enterasys.com
Virtual 1P Address:
207.135.89.16
www.enterasys.com
. . Real Server
Domain Name Virtua IP TCP Port P TCP Port

www.enterasys.com |207.135.89.16 |80 10111 80
10.1.1.2 80
10.1.1.3 80
10.1.14 80

The network shown above can be created with the following load-balance commands:

load-balance create group-name enterasys-www virtual-ip 207.135.89.16 virtual-port 80 protocol tcp
load-balance add host-to-group 10.1.1.1-10.1.1.4 group-name enterasys-www port 80

The following is an example of how to configure a simple verification check where the XP will
issue an HTTP command to retrieve an HTML page and check for the string “ OK”:

load-balance set group-options enterasys-www acv-command “ GET /test.html” acv-reply “OK” read-till-index 25

Theread-till-index option is not necessary if the file test.html contains “OK” as the first two
characters. The read-till-index option ishelpful if the exact index of the acv-reply string in thefile
is not known to the user. In the above example, the X P will search from the beginning of thefile up
to the 25th character for the start of the string “ OK.”
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Web Hosting with Multiple Virtual Groupsand Multiple Destination Servers

In the following example, three different servers are used to provide different services for a site.

Web requests
forwarded to

Router

www.quick.com

ftp.quick.com ftp.quick.com

smtp.quick.com
smtp.quick.com

DomanName | Virtud IP | TCPPort | & ”Sfr"er TCP Port
www.quick.com 207.135.89.16 |80 10.1.11 80
ftp.quick.com 207.135.89.16 |21 10.1.1.2 21
smtp.quick.com 207.135.89.16 |25 10.1.1.3 25

The network shown above can be created with the following load-balance commands:

|oad-balance create group-name quick-www virtual-ip 207.135.89.16 virtual-port 80 protocol tcp
load-balance create group-name quick-ftp virtual-ip 207.135.89.16 virtual -port 21 protocol tcp
load-balance create group-name quick-smtp virtual-ip 207.135.89.16 virtual-port 25 protocol tcp
load-balance add host-to-group 10.1.1.1 group-name quick-www port 80

|oad-balance add host-to-group 10.1.1.2 group-name quick-ftp port 21

|oad-balance add host-to-group 10.1.1.3 group-name quick-smtp port 25

If no application verification options are specified, the XP will do a simple TCP handshake to
check that the application is* up.” Some applications require specific commands for proper closure
of the connection. The following command shows an example of how to send a specific string to
close a connection on a server:

|oad-bal ance set group-options quick-smtp acv-quit “ quit”

Virtual |P Address Ranges

I SPs who provide web hosting services for their clients require alarge number of virtual IP
addresses (VIPs). The load-balance create vip-range-name and load-balance add host-to-vip-
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range commands were created specifically for this. An ISP can create arange of VIPsfor up to an
entire class C network with the load-balance create vip-range-name command. Once the vip-
rangeisin place, the | SP can then create the corresponding secondary addresses on their destination
servers. Once these addresses have been created, the ISP can add these serversto the vip-range with
the load-balance add host-to-vip-range command. These two commands combined help | SPs
take advantage of web servers like Apache which serve different web pages based on the
destination address in the http request. The following example illustrates this:.

S1

10.1.1.16 www.computers.com

10.1.1.17 www.dvd.com
10.1.1.18 www.vcr.com Router Internet Im)
10.1.1.50 www.toys.com Web requests:
S2 207.135.89.16 www.computers.com
207.135.89.17 www.dvd.com
10.1.2.16 www.computers.com 207.135.89.18 www.vcr.com
10.1.2.17 www.dvd.com
10.1.2.18 www.vcr.com 207.135.89.50 www.toys.com
10.1.2.50 www.toys.com
. Destination
Group Name Virtua 1P TCP Port TCP Port
Server IP
WWw.computers.com 207.135.89.16 |80 S1:10.1.1.16 80
S2:10.1.2.16
www.dvd.com 207.135.89.17 |80 S1:10.1.1.17 80
S2:10.1.2.17
WWW.VCr.Com 207.135.89.18 |80 S1:10.1.1.18 80
S2:10.1.2.18
www.toys.com 207.135.89.50 |80 S1:10.1.1.50 80
S2:10.1.2.50

The network shown in the previous example can be created with the following |oad-balance
commands:

load-balance create vip-range-name mywwwrange 207.135.89.16-207.135.89.50 virtual -port 80 protocol tcp
load-balance add host-to-vip-range 10.1.1.16-10.1.1.50 vip-range-name mywwwrange port 80
load-balance add host-to-vip-range 10.1.2.16-10.1.2.50 vip-range-name mywwwrange port 80

Session and Netmask Persistence

In the following example, traffic to a company web site (www.enterasys.com) is distributed
between two separate servers. In addition, client traffic will have two separate ranges of source P
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addresses. The same load balancing server will handle requests from clients of the same source IP

subnet address.

Source
Address: NAT/ ;D
20.20.10.1/24
multiple |—L_J
/ proxies
Router \Q
i‘(’j‘gce NAT/ /;
ress: .
multiple
WWWw.enterasys.com 30.30.10.1/24 : —Q
Web requests proxies
to www.enterasys.com
Virtual |P Address:
207.135.89.16
. . . Real Server
Client IP Address Domain Name Virtua IP P TCP Port
20.20.10.1 - 20.20.10.254 | www.enterasys.com |207.135.89.16 |[10.1.1.1 80
30.30.10.1 - 30.30.10.254 10.1.1.2 80

The network shown above can be created with the following load-balance commands:

load-balance set client-proxy-subnet enterasys-sec subnet 24

load-bal ance create group-name enterasys-sec virtual-ip 207.135.89.16 protocol tcp persistence-level sdl virtual-port 443
load-balance add host-to-group 10.1.1.1-10.1.1.2 group-name enterasys-sec port 443

Web Caching

Web caching provides a way to store frequently accessed Web objects on a cache of local servers.
Each HTTP request is transparently redirected by the X P to a configured cache server. When a user
first accesses a Web object, that object is stored on a cache server. Each subsequent regquest for the
object uses this cached object. Web caching allows multiple users to access Web objects stored on
local serverswith amuch faster response time than accessing the same objects over a WAN
connection. This can also result in substantial cost savings by reducing the WAN bandwidth usage.

Note:

The XP itself does not act as cache for web objects. It redirects HTTP requests to local

servers on which the web objects are cached. One or more local servers are needed to
work as cache servers with the XP's web caching function.
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Configuring Web Caching

The following are the steps in configuring Web caching on the XP:
1. Createthe cache group (alist of cache servers) to cache Web objects.

2. Specify the hosts whose HTTP requests will be redirected to the cache servers. Thisstep is
optional; if you do not explicitly define these hosts, then all HTTP requests are redirected.

3. Apply the caching policy to an outbound interface to redirect HTTP traffic on that interface to
the cache servers.

Creating the Cache Group

You can specify either arange of contiguous I P addresses or alist of up to four IP addresses to
define the servers when the cache group is created. If you specify multiple servers, load balancing
is based on the destination address of the request. If any cache server fails, traffic is redirected to
the other active servers.

To create the cache group, enter the following command in Configure mode:

Create the cache group. web-cache <cache-name> create server-list <server-list-
name> range <ipaddr-range> |list <ipaddr-list>

Note: If arange of IP addressesis specified, the range must be contiguous and contain no more
than 256 | P addresses.

Specifying the Client(s) for the Cache Group (Optional)

You can explicitly specify the hosts whose HT TP requests are or are not redirected to the cache
servers. If you do not explicitly specify these hosts, then all HTTP requests are redirected to the
cache servers.

To specify the clients or non-clients for the cache group, enter the following commands in
Configure mode:

Define hosts whose requests are web-cache < cache-name> permit hosts range <ipaddr-
redirected to cache servers. range> |list <ipaddr-list>|acl <acl-name>

Define hosts whose requests arenot | web-cache < cache-name> deny hosts range <ipaddr-
redirected to cache servers. range>|list <ipaddr-list>|acl <acl-name>

Redirecting HTTP Traffic on an Interface
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To start the redirection of HT TP requests to the cache servers, you need to apply acaching policy to
a specific outbound interface. This interface istypically an interface that connects to the Internet.
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Note: By default, the XP redirects HTTP requests on port 80. Secure HTTP (https) requests do
not run on port 80, therefore these types of requests are not redirected by the XP.

To redirect outbound HTTP traffic to the cache servers, enter the following command in Configure
mode:

Apply caching policy to outbound web-cache < cache-name> apply interface <interface-
interface. name>

Note:  The XP will display interface names up to 32 charactersin length.

Web Cache Application Level “Health Check”

Web Cache server health checking is used to verify the status of one or more serversin aserver-list.
During a basic health check, the XP periodically sends |CMP ping packets to verify the
responsiveness of the |P stack operating on the server. An optional secondary health check verifies
the server’s TCP responsiveness by opening and closing the TCP port monitored by the server’s
web cache software. By default this feature is enabled—to disable this check, refer to the use the
web cache commands in the Enterasys X-Pedition Command Line Interface Reference Manual.

Configuration Options

To configure the timing of ICMP and TCP checks, aswell as how many failed attempts represent a
connectivity or server failure, use optional TCP checking when the highest level of availability is
required.

Configuration Example

In the following example, a cache group of seven local serversis configured to store Web objects
for usersin the local network:

Cachel
________ T
s2 Servers:  186.89.10.51 ipl
| 186.89.10.55 Router - ——( Global Intemet

sl Servers.  176.89.10.50

|
|
|
|
176.89.10.51 |
|
|
|

176.89.10.52 1 1
176.89.10.53 Q Q Q
176.89.10.54

Users
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The following commands configure the cache group ‘ cachel’ that containsthe servers shown in the
figure above and applies the caching policy to the interface ‘ipl':

xp(config)# web-cache cachel create server-list sl range“ 176.89.10.50 176.89.10.54”
xp(config)# web-cache cachel create server-list s2 list “ 186.89.10.51 186.89.10.55"
xp(config)# web-cache cachel apply interfaceipl

Note that in this example, HTTP requests from all hosts in the network are redirected as there are
no web-cache per mit or web-cache deny commands.

Other Configurations

This section discusses other commands that may be useful in configuring Web caching in your
network.
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Bypassing Cache Servers

Some Web sites require source | P address authentication for user access, therefore HTTP requests
for these sites cannot be redirected to the cache servers. To specify the sites for which HTTP
reguests are not redirected to the cache servers, enter the following command in Configure mode:

Define destination sites to which web-cache < cache-name> create bypass-list range
HTTP requests are sent directly. <ipaddr-range> |list <ipaddr-list>|acl <acl-
name>

Proxy Server Redundancy

Some networks use proxy servers that receive HTTP reguests on a non-standard port number (i.e.,
not port 80). When the proxy server isavailable, all HTTP requests are handled by the proxy server.
The XP can provide proxy server redundancy by transparently redirecting HT TP connectionsto the
cache servers should the proxy server fail. To achieve this, the XP must be configured to redirect
HTTP requests on the (non-standard) HTTP port used by the proxy server.

To redirect HTTP requests to a non-standard HTTP port number, enter the following command in
Configure mode:

Specify non-standard HTTP port. web-cache < cache-name> set http-port <port number>

Distributing Frequently-Accessed Sites Across Cache Servers

The XP uses the destination IP address of the HTTP request to determine which cache server to
send the request. However, if there is a Web site that is being accessed very frequently, the cache
server serving requests for this destination address may become overloaded with user requests. You
can specify that certain destination addresses be distributed across the cache serversin around-
robin manner.

To distribute a specified destination address across cache servers, enter the following command in
Configure mode:

Distribute destination address across | web-cache <cache-name> set round-robin range
cache servers. <ipaddr-range> |list <ipaddr-list>
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Monitoring Web-Caching

To display Web-caching information, enter the following commandsin Enable mode.

Show information for all caching web-cache show all

policiesand al server lists.

Show caching policy information. web-cache show cache-name < cache-name> |all
Show cache server information. web-cache show servers cache < cache-name> |all
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| PX Routing
Configuration Guide

| PX Routing Overview

The Internetwork Packet Exchange (1PX) is a datagram connectionless protocol for the Novell
NetWare environment. You can configure the XP for IPX routing and SAP. Routers interconnect
different network segments and by definition are network layer devices. Thus routers receive their
instructions for forwarding a packet from one segment to another from a network layer protocol.
IPX, with the help of RIP and SAP, perform these Network Layer Task. These tasks include
addressing, routing, and switching information packets from one |ocation to another on the
internetwork.

IPX definesinternetwork and intranode addressing schemes. IPX internetwork addressing is based
on network numbers assigned to each network segment on a Novell NetWare internetwork. The
IPX intranode address comesin the form of socket numbers. Because several processes are
normally operating within anode, socket numbers provide away for each process to distinguish
itself.

The IPX packet consists of two parts: a 30-byte header and a data portion. The network node and
socket addresses for both the destination and source are held within the IPX header.
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RIP (Routing Information Protocol)

IPX routers use RIP to create and dynamically maintain a database of internetwork routing
information. RIP allows arouter to exchange routing information with a neighboring router. Asa
router becomes aware of any change in the internetwork layout, thisinformation is immediately
broadcast to any neighboring routers. Routers also send periodic RIP broadcast packets containing
all routing information known to the router.

The XP uses IPX RIPto create and maintain a database of internetwork routing information. The
XPsimplementation of RIP alows the following exchanges of information:

*  Workstations locate the fastest route to a network number by broadcasting a route request.

»  Routers request routing information from other routers to update their own internal tables by
broadcasting a route request.

» Routers respond to route requests from workstations and other routers.

»  Routers perform periodic broadcasts to make sure that all other routers are aware of the
internetwork configuration.

» Routers perform broadcasting whenever they detect a change in the internetwork
configurations.

XP's RIP implementation follows the guidelines given in Novell's IPX RIP and SAP Router
Soecification Version 1.30 document.

SAP (Service Advertising Protocol)
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SAP provides routers with ameans of exchanging internetwork service information. Through SAP,
servers advertise their services and addresses. Routers gather this information and share it with
other routers. This allows routers to create and dynamically maintain a database of internetwork
service information. SAP allows arouter to exchange information with a neighboring SAP agent.
Asarouter becomes aware of any change in the internetwork server layout, thisinformation is
immediately broadcast to any neighboring SAP agents. SAP broadcast packets containing all server
information known to the router are also sent periodically.

The XP uses IPX SAP to create and maintain a database of internetwork service information. The
XP'simplementation of SAP allows the following exchanges of information:

*  Workstations locate the name and address of the nearest server of certain type
* Routers request the names and addresses of either al or certain type of servers
e Serversrespond to the workstation’s or router’s request

»  Routers make periodic broadcasts to make sure all other routers are aware of the internetwork
configuration

» Routers perform broadcasting whenever they detect achange in theinternetwork configurations
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Configuring IPX RIP & SAP

This section provides an overview of configuring various IPX parameters and setting up 1PX
interfaces.

IPX RIP

On the XP, RIP automatically runson all IPX interfaces. The XP will keep multiple routes to the
same network having the lowest ticks and hop count. Static routes can be configured on the XP
using the CLI'sipx add route command. Through the use of RIP filters, the XP can control the
acceptance and advertisement of networks per-interface.

IPX SAP

On the XP, SAP automatically runs on all the IPX interfaces. The XP will keep multiple SAPs
having the lowest hop count. Static SAPs can be configured on the XP using the CLI’sipx add sap
command. Through the use of SAP filters, the XP can control the acceptance and advertisements of
services per-interface.

Creating | PX Interfaces

When you create IPX interfaces on the X P, you provide information about the interface (such asits
name, output MAC encapsulation, and IPX address). You also enable or disable the interface and
bind the interface to asingle port or VLAN.

Note:  The XP supportsamaximum of 64 |PX interfaces. The XP will display interface namesup
to 32 charactersin length.

Note: Interfacesbound to asingle port go down when the port goes down but interfaces bound to
aVLAN remain up aslong as at least one port in that VLAN remains active.

The procedure for creating an IPX interface depends on whether you are binding that interface to a
single port or a VLAN. Separate discussions on the different procedures follow.

Note:  You cannot assign IPX interfaces for LAN and WAN to the same VLAN. In order for
these two types of IPX interfacesto coexist on the XP, each type must be assigned to
different VLANS.

IPX Addresses

The IPX addressis a 12-byte number divided into three parts. The first part is the 4-byte (8-
character) IPX external network number. The second part isthe 6-byte (12-character) node number.
The third part is the 2-byte (4-character) socket number.
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Configuring I PX Interfaces and Parameters

This section provides an overview of configuring various IPX parameters and setting up 1PX
interfaces.

Configuring IPX Addressesto Ports

You can configure one IPX interface directly to a physical port. To configure an IPX interfaceto a
port, enter the following command in Configure mode:

Configurean IPX interfaceto a interface createipx <InterfaceName> address-mask
physical port. <ipxAddr-mask> port <port>

Note: The XP will display interface names up to 32 charactersin length.

Configuring Secondary Addresseson an IPX Interface

You can configure secondary addresses on an IPX interface.

To configure a secondary address on an |PX interface, enter the following command in Configure

mode:
Add a secondary address and interface add ipx <Interface Name> address <IPX-
encapsulation type to an existing networ k-address> output-mac-encapsulation
IPX interface. <encapsulation-type>

Note:  Configuring a secondary address on an IPX interface requires updated XP hardware. The
XPwill display interface names up to 32 charactersin length.

Configuring IPX Interfacesfor aVLAN

You can configure one IPX interface per VLAN. To configureaVLAN with an IPX interface, enter
the following command in Configure mode:

Create an IPX interface for a interface createipx <InterfaceName>
VLAN. addressmask <ipxAddr-mask> vlan <name>

Note: A VLAN containing both LAN and WAN ports will not support interfaces configured
with IPX. The XP will display interface names up to 32 charactersin length.
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Specifying IPX Encapsulation M ethod

The Enterasys X-Pedition supports four encapsulation types for |PX. You can configure

encapsulation type on a per-interface basis.

» Ethernet II: The standard ARPA Ethernet Version 2.0 encapsul ation, which uses a 16-bit
protocol type code (the default encapsulation method)

e 802.3 SNAP: SNAP |IEEE 802.3 encapsulation, in which the type code becomes the frame
length for the IEEE 802.2 L L C encapsulation (destination and source Service Access Paints,

and a control byte)

*  802.3: 802.3 encapsulation method used within Novell IPX environments

e 802.2: 802.2 encapsulation method used within Novell IPX environments

To configure IPX encapsulation, enter the following commandsin Configure mode:

Configure Ethernet |1 encapsulation.

interface createipx <Interface Name> output-mac-
encapsulation ethernet_|I1

Configure 802.3 SNAP encapsulation.

interface createipx <Interface Name> output-mac-
encapsulation ethernet_snap

Configure 802.3 IPX encapsulation.

interface createipx <Interface Name> output-mac-
encapsulation ethernet_802.3

Configure 802.2 IPX encapsulation.

interface createipx <Interface Name> output-mac-
encapsulation
ethernet_802.2_ipx

Note:  The XP will display interface names up to 32 charactersin length.

Configuring IPX Routing

By default, IPX routing is enabled on the XP.

Enabling IPX RIP

IPX RIPis enabled by default on the XP. You must first create an IPX interface or assign an I1PX
interfaceto aVLAN before RIP will start learning routes.

Enabling SAP

IPX SAPisenabled by default on the XP. You must first create an IPX interface or assign an IPX
interfaceto aVLAN before SAP will start learning services.
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Configuring Satic Routes

In aNovell NetWare network, the XP uses RIP to determine the best paths for routing IPX.
However, you can add static RIP routes to RIP routing table to explicitly specify aroute.

To add a static RIP route, enter the following command in Configure mode:

Add a static RIP route. ipx add route <networkaddr>
<nextrouter or network node> <metric> <ticks>

Configuring Static SAP Table Entries

Serversin an IPX network use SAP to advertise services via broadcast packets. Services from
servers are stored in the Server Information Table. If you want to have a service explicitly
advertised with different hops, you will need to configure a static entry.

To add an entry into the Server Information Table, enter the following command in Configure
mode:

Add a SAP table entry. ipx add sap <service type> <SvcName> <node>
<socket> <metric> <interface-network>

Controlling Accessto | PX Networks

To control access to IPX networks, you create access control lists and then apply them with filters
to individua interfaces. The XP supports the following IPX access lists that you can use to filter
various kinds of traffic:

* |PX access control list: Restrict traffic based on the source address, destination address, source
socket, destination socket, source network mask or destination network mask.

e SAPaccess control list: Restricts advertisements or learning of SAP services. These lists are
used for SAPfilters. They can also be used for Get Nearest Server (GNS) replies.

* RIPaccess control list: Restricts advertisements or |earning of networks.

Creating an |PX Access Control List
IPX access control lists control which IPX traffic is received from or sent to an interface based on

source address, destination address, source socket, destination socket, source network mask or
destination network mask. Thisis used to permit or deny traffic from one IPX end node to another.
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To create an IPX access control list, perform the following task in the Configure mode:

Create an |PX access control list. acl <name> permit|deny ipx

<SrcNetwork Node> < DstNetworkNode>
<ScSocket> < ScNetMask> <DstSocket>
<DstNetMask>

Once an IPX access contral list has been created, you must apply the access control list to an IPX
interface. To apply an IPX access control list, enter the following command in Configure mode;

Apply an IPX access control list. acl <name> apply interface <Interface Name>
inputjoutput [logging [on|off]]

Note:  The XP will display interface names up to 32 charactersin length.

Creating an |PX Type 20 Access Control List

IPX type 20 access control lists control the forwarding of IPX type 20 packets. To create an IPX
type 20 access control list, enter the following command in Configure mode:

Create an IPX type 20 access control list. | acl <name> permit|deny ipxtype20

Creating an |PX SAP Access Control List

IPX SAP access control lists control which SAP services are available on aserver. To create an |1PX
SAP access control list, enter the following command in Configure mode:

Create an IPX SAP access control list. acl <name> permit|deny ipxsap
< Server NetworkNode> < ServiceType>
<ServiceName>

Once an IPX SAP access control list has been created, you must apply the access control list to an
IPX interface. To apply an IPX SAP access contral list, enter the following command in Configure
mode:

Apply an IPX SAP access control list. acl <name> apply interface <InterfaceName>
inputjoutput
[logging [on|off]]

Note:  The XP will display interface names up to 32 charactersin length.
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Creating an IPX GNS Access Control List

IPX GNS access control lists control which SAP services the XP can reply with to a get nearest
server (GNS) request. To create an IPX GNS access control list, enter the following command in
Configure mode:

Create an IPX GNS access control list. acl <name> permit|deny ipxgns
< ServerNetworkNode> < ServiceType>
< ServiceName>

Once an IPX GNS access contral list has been created, you must apply the access control list to an
IPX interface. To apply an IPX GNS access control list, enter the following command in Configure
mode:

Apply an IPX GNS access contral list. acl <name> apply interface <InterfaceName>
output

[logging [on]off]]

Note: The XP will display interface names up to 32 charactersin length.

Creating an |PX RIP Access Control List

IPX RIP access contral lists control which RIP updates are allowed. To create an IPX RIP access
control list, perform the following task in the Configure mode:

Create an IPX RIP access control list. acl <name> permit|deny ipxrip
<FromNetwork> < ToNetwork>

Once an IPX RIP access control list has been created, you must apply the access control list to an
IPX interface. To apply an IPX RIP access contral list, enter the following command in Configure
mode:

Apply an IPX RIP access control list. acl <name> apply interface
<Interface Name> input|output
[logging [on]off]]

Note: The XP will display interface names up to 32 charactersin length.
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Monitoring an I PX Network

The XP reports IPX interface information and RIP or SAP routing information.

To display IPX information, enter the following command in Enable mode:

Show aRIP entry in the IPX RIP table. ipx find rip <DstNetwork>

Show a SAP entry in the IPX SAP table. ipx find sap <type> < ServiceType>
<ServiceName> < ServerNetwork>

Show IPX interface information. ipx show interfaces <interface-name>

Show IPX RIP table. ipx show tablesrip

Show IPX routing table. ipx show tables routing

Show IPX SAP table. ipx show tables sap

Show IPX RIP/SAP table summary. ipx show tables summary

Note: The XP will display interface names up to 32 charactersin length.

Configuration Examples

This example performs the following configuration:

» CreatesIPX interfaces

Note:  The XP supports a maximum of 64 IPX interfaces.
* Adds static RIP routes

* Addsstatic SAP entries

* AddsaRIP accesslist

* AddsaSAP accesslist

* AddsaGNSaccesslist

I Create interface ipx1 with ipx address AAAAAAAA

interface create ipx ipx1 address AAAAAAAA port et.1.1 output-mac-encapsul ation ethernet_802.2_IPX
!

I Create interface ipx2 with ipx address BBBBBBBB

interface create ipx ipx2 address BBBBBBBB port et.1.2 output-mac-encapsulation ethernet_802.3
!

I Add secondary address on interface ipx2 with ipx address CCCCCCCC

interface add ipx ipx2 address CCCCCCCC output-mac-encapsulation ethernet_I1

!

IAdd static route to network 9

ipx add route 9 BBBBBBBB.01:02:03:04:05:06 1 1

Enterasys X-Pedition User Reference Manual 303



Configuration Examples

!

IAdd static sap

ipx add sap 0004 FILESERVERL1 9.03:04:05:06:07:08 452 1 AAAAAAAA
|

IRIP Access List
acl 100 deny ipxrip 12
|

IRIP inbound filter
acl 100 apply interface ipx1 input
I

ISAP Access List

acl 200 deny ipxsap A.01:03:05:07:02:03 0004 FILESERVER?2
!

ISAP outbound filter to interface ipx2

acl 200 apply interface ipx2 output

I

HPX type 20 access list
acl 300 deny ipxtype20
|

IIPX type 20 inbound filter to interface ipx2
acl 300 apply interface ipx2 input
I

IGNS Access List
acl 300 deny ipxgns A.01:03:05:07:02:03 0004 FILESERVER2
acl 200 apply interface ipx2 output
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Access Control List
Configuration Guide

This chapter explains how to configure and use Access Control Lists (ACLS) on the XP. ACLs are
lists of selection criteria for specific types of packets. When used in conjunction with certain XP
functions, ACLs alow you to restrict Layer-3/4 traffic going through the router.

This chapter contains the following sections:

ACL Basics on page 306 explains how ACL s are defined and how the X P evaluates them.

Creating and Modifying ACLs on page 310 describes how to edit ACLs, either remotely or by
using the XP's built-in ACL Editor function.

Using ACLson page 312 describesthe different kinds of ACLs: Interface ACLSs, Service ACLSs,
Layer-4 Bridging ACLs, and Profile ACLs, and gives examples of their usage.

Enabling ACL Logging on page 319 explains how to log information about packets that are
permitted or denied because of an ACL.

Monitoring ACLs on page 319 lists the commands you can use to display information about
ACLsactive on the XP.
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ACL Basics

An ACL consists of one or morerulesdescribing a particular type of IP or IPX traffic. ACLs can be
simple, consisting of only onerule, or complicated with many rules. Each rule tellsthe XP to either
permit or deny packets that match selection criteria specified in therule.

Each ACL isidentified by a name. The name can be a meaningful string, such as denyftp or noweb
or it can be a number such as 100 or 101.

For example, the following ACL hasarulethat permitsall 1P packets from subnet 10.2.0.0/16 to go
through the XP:

acl 101 permitip 10.2.0.0/16

Defining Selection Criteriain ACL Rules

Selection criteriain the rule describe characteristics about a packet. In the example above, the
selection criteriaare | P packets from 10.2.0.0/16.

The selection criteriayou can specify in an ACL rule depends on the type of ACL you are creating.
For IP, TCP, and UDP ACLs, the following selection criteria can be specified:

*  Source IP address

* Destination IP address

*  Source port number

»  Destination port number

e Typeof Service (TOS)

For IPX ACLs, the following selection criteria can be specified:
*  Source network address

*  Destination network address

*  Source IPX socket

* Destination IPX socket

These selection criteria are specified as fields of an ACL rule. The following syntax description
shows thefields of an IP ACL rule:

acl <name> permit|deny ip <SrcAddr/Mask> <DstAddr/Mask> <SrcPort> <DstPort> <tos> <tos-
mask> [accounting]
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Note: Theacl permit|deny ip command restricts traffic for al 1P-based protocols, such as TCP,
UDP, ICMP, and IGMP. Variants of the acl permit|deny ip command exist that allow you
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to restrict traffic for a specific 1P-based protocol; for example, the acl permit|deny tcp
command lets you restrict only TCP traffic. These variants have the same syntax and
fields as the acl permit|deny ip command.

The following syntax description shows the fields of an IPX ACL rule:

acl <name> permit|deny ipx <SrcAddr> <SrcSocket> <DstAddr> <DstSocket> < ScNetMask>
<DstNetMask>

Eachfield inan ACL ruleis position sensitive. For example, for arule for TCP traffic, the source
address must be followed by the destination address, followed by the source socket and the
destination socket, and so on.

Not all fields of an ACL rule need to be specified. If aparticular field isnot specified, it istreated as
awildcard or “don't care” condition. However, if afield is specified, that particular field will be
matched against the packet. Each protocol can have a number of different fields to match. For
example, arule for TCP can use socket port numbers, while arule for IPX can use a network node
address.

Since each field is position sensitive, it may be necessary to “skip” some fieldsin order to specify a
value for another field. To skip afield, use the keyword any. For example, the following ACL rule
denies SMTP traffic between any two hosts:

acl nosmtp deny tcp any any smtp smtp

Note that in the above example, the <tos> (Type of Service) field isnot specified and istreated asa
wildcard. The any keyword is needed only to skip awildcard field in order to explicitly specify
another field that isfurther down intherule. If there are no other fields to specify, the any keyword
is not necessary. For example, the following ACL permitsall IP traffic to go through:

acl yesip permitip
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How ACL Rulesare Evaluated

For an ACL with multiple rules, the ordering of the rulesisimportant. When the XP checks a
packet against an ACL, it goes through each rule in the ACL sequentially. If a packet matches a
rule, it isforwarded or dropped based on the per mit or deny keyword in the rule. All subsequent
rules areignored. That is, afirst-match algorithm is used. Thereis no hidden or implied ordering of
ACL rules, nor isthere precedence attached to each field. The XP simply goes down the list, one
rule at atime, until there is a match. Consequently, rules that are more specific (that is, with more
selection criteria) should always be listed ahead of rules that are less specific. For example, the
following ACL permits all TCP traffic except those from subnet 10.2.0.0/16:

acl 101 deny tcp 10.2.0.0/16 any any any
acl 101 permit tcp any any any any

When a TCP packet comes from subnet 10.2.0.0/16, it finds a match with the first rule. This causes
the packet to be dropped. A TCP packet coming from other subnets does not match the first rule.
Instead, it matches the second rule, which allows the packet to go through.

If you were to reverse the order of the two rules:

acl 101 permit tcp any any any any
acl 101 deny tcp 10.2.0.0/16 any any any

all TCP packets would be allowed to go through, including traffic from subnet 10.2.0.0/16. Thisis
because TCP traffic coming from 10.2.0.0/16 would match the first rule and be allowed to go
through. The second rule would not be looked at since the first match determines the action taken
on the packet.

Implicit Deny Rule

308

At the end of each ACL, the system automatically appends an implicit deny rule. Thisimplicit deny
rule denies all traffic. For a packet that doesn’t match any of the user-specified rules, the implicit
deny rule acts as a catch-all rule. All packets match thisrule.

Thisis done for security reasons. If an ACL is misconfigured, and a packet that should be allowed
to go through is blocked because of the implicit deny rule, the worst that could happen is
inconvenience. On the other hand, if a packet that should not be allowed to go through is instead
sent through, there is now a security breach. Thus, the implicit deny rule serves as aline of defense
against accidental misconfiguration of ACLSs.

Toillustrate how the implicit deny rule is used, consider the following ACL:

acl 101 permitip 1.2.3.4/24
acl 101 permit ip 4.3.2.1/24 any nntp
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With the implicit deny rule, this ACL actually hasthreerules:

acl 101 permit ip 1.2.3.4/24 any any any
acl 101 permit ip 4.3.2.1/24 any nntp any
acl 101 deny any any any any any

If a packet comesin and doesn't match the first two rules, the packet is dropped. Thisis because the
third rule (the implicit deny rule) matches al packets.

Although the implicit deny rule may seem obvious in the above example, thisis not always the
case. For example, consider the following ACL rule:

acl 102 deny ip 10.1.20.0/24 any any any

If a packet comesin from a network other than 10.1.20.0/24, you might expect the packet to go
through because it doesn’'t match the first rule. However, that is not the case because of the implicit
deny rule. With the implicit deny rule attached, the rule looks like this:

acl 102 deny ip 10.1.20.0/24 any any any
acl 102 deny any any any any any

A packet coming from 10.1.20.0/24 would not match the first rule, but would match the implicit
deny rule. As aresult, no packets would be allowed to go through. The first rule is ssimply a subset
of the second rule. To allow packets from subnets other than 10.1.20.0/24 to go through, you would
have to explicitly define arule to permit other packets to go through.

To correct the above example and let packets from other subnets enter the XP, you must add a hew
rule to permit packets to go through:

acl 101 deny ip 10.1.20.0/24 any any any
acl 101 permit ip
acl 101 deny any any any any any

The second rule forwards all packets that are not denied by thefirst rule.
Because of the implicit deny rule, an ACL works similarly to afirewall that is elected to deny all

traffic. You create ACL rulesthat punch “holes’ into the firewall to permit specific types of traffic;
for example, traffic from a specific subnet or traffic from a specific application.
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Allowing External Responsesto Established TCP Connections

Typically organizations that are connected to the outside world implement ACLs to deny access to
the internal network. If an internal user wishesto connect to the outside world, the request is sent;
however any incoming replies may be denied because ACL s prevent them from going through. To
allow external responses to internally generated requests, you would have to create an ACL to
allow responses from each specific outside host. If the number of outside hosts that internal users
need to accessis large or changes frequently, this can be difficult to maintain.

To address this problem, the X P can be configured to accept outside TCP responsesinto the internal
network, provided that the TCP connection was initiated internally. Otherwise, it will be rejected.
To do this, enter the following command in Configure Mode:

Allow TCP responses from external hosts, acl <name> permit tcp established
provided the connection was established
internaly.

Note: The portsthat are associated with the interface to which the ACL is applied must reside on
updated XP hardware.

The following ACL illustrates this feature:

acl 101 permit tcp established
acl 101 apply interface int1 input

Any incoming TCP packet on interface int1 is examined, and if the packet isin response to an
internal request, it is permitted; otherwise, it isrejected. Note that the ACL contains no restriction
for outgoing packets on interface intl, since internal hosts are allowed to access the outside world.

Creating and Modifying ACLs
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The XP provides two mechanisms for creating and modifying ACLs:
» Editing ACLs on aremote host and uploading them to the XP using TFTP or RCP
e Usingthe XP's ACL Editor

The following sections describe these methods.
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Editing ACL s Offline

You can create and edit ACL s on aremote host and then upload them to the XP with TFTP or RCP.
With this method, you use atext editor on aremote host to edit, delete, replace, or reorder ACL
rulesin afile. Once the changes are made, you can then upload the ACL s to the XP using TFTP or
RCP and make them take effect on the running system. The following example describes how you
can use TFTP to help maintain ACLs on the XP.

Suppose the following ACL commands are stored in afile on some hosts:

no acl *

acl 101 deny tcp 10.11.0.0/16 10.12.0.0/16
acl 101 permit tcp 10.11.0.0 any

acl 101 apply interface int12 input

Thefirst command, no acl *, negates all commands that start with the keyword, “acl”. Thistellsthe
XP to remove the application and the definition of any ACL. You can be more selectiveif you want
to remove only ACL commands related to, for instance, ACL 101 by entering, no acl 101 *. The
negation of all related ACL commands isimportant because it removes any potential confusion
caused by the addition of new ACL rulesto existing rules. Basically, the no acl command cleans up
the system for the new ACL rules.

Once the negation command is executed, the second and the third commands proceed to redefine
ACL 101. The final command applies the ACL to interface int12.

If the changes are accessible from a TFTP server, you can upload and make the changes take effect
by issuing commands like the following:

Xp# copy tftp://10.1.1.12/config/acl.changes to scratchpad
Xp# copy scratchpad to active

Thefirst copy command uploads the file acl.changes from a TFTP server and puts the commands
into the temporary configuration area, the scratchpad. The administrator can re-examine the
changes if necessary before committing the changes to the running system. The second copy
command makes the changes take effect by copying from the scratchpad to the active running
system.

If you need to re-order or modify the ACL rules, you must make the changes in the acl.changesfile
on the remote host, upload the changes, and make them effective again.

Maintaining ACLsUsing the ACL Editor

In addition to the traditional method of maintaining ACLs using TFTP or RCP, the XP provides a
simpler and more user-friendly mechanism to maintain ACLs: the ACL Editor.

The ACL Editor can only be accessed within Configure mode using the acl-edit command. You
edit an ACL by specifying its name together with the acl-edit command. For example, to edit ACL
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101, you issue the command acl-edit 101. The only restriction isthat when you edit a particular
ACL, you cannot add rules for a different ACL. You can only add new rules for the ACL that you
are currently editing. When the editing session is over, that is, when you are done making changes
to the ACL, you can save the changes and make them take effect immediately. Within the ACL
editor, you can add new rules (add command), del ete existing rules (delete command) and re-order
the rules (move command). To save the changes, use the save command or simply exit the ACL
Editor.

If you edit and save changesto an ACL that is currently being used or applied to an interface, the
changes will take effect immediately. Thereis no need to remove the ACL from theinterface before
making changes and reapply it after changes are made. The process is automatic.

Using ACLs

It isimportant to understand that an ACL is simply a definition of packet characteristics specified
inaset of rules. An ACL must be enabled in one of the following ways:

e Applying an ACL to aninterface, which permits or deniestraffic to or from the XP. ACLsused
in thisway are known as Interface ACLs.

e Applying an ACL to aservice, which permits or denies access to system services provided by
the XP. ACLsused in thisway are known as Service ACLS.

» Applying an ACL to ports operating in Layer-4 bridging mode, which permitsor denies bridged
traffic. ACLs used in this way are known as Layer-4 Bridging ACLs.

e Associating an ACL withip-palicy, nat, port mirroring, rate-limit, or web-cache commands,
which specifies the criteria that packets, addresses, or flows must meet in order to be relevant
to these X P features. ACLs used in thisway are known as Profile ACLs.

These uses of ACL s are described in the following sections.

Applying ACLsto Interfaces

312

An ACL can be applied to an interface to examine either inbound or outbound traffic. Inbound
traffic istraffic coming into the X P. Outbound traffic is traffic going out of the XP. For each
interface, only one ACL can be applied for the same protocol in the same direction. For example,
you cannot apply two or more IP ACL s to the same interface in the inbound direction. You can
apply two ACL s to the same interface if oneisfor inbound traffic and one is for outbound traffic,
but not in the same direction. However, this restriction does not prevent you from specifying many
rulesinan ACL. You just have to put all of these rulesinto one ACL and apply it to an interface.

When apacket comes into the XP at an interface where an inbound ACL is applied, the XP
compares the packet to the rules specified by that ACL. If it is permitted, the packet is alowed into
the XP. If not, the packet is dropped. If that packet isto be forwarded to go out of another interface
(that is, the packet is to be routed) then a second ACL check is possible. At the output interface, if
an outbound ACL is applied, the packet will be compared to the rules specified in this outbound
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ACL. Consequently, it is possible for a packet to go through two separate checks, once at the
inbound interface and once more at the outbound interface.

When you apply an ACL to an interface, you can also specify whether the ACL can be modified or
removed from the interface by an external agent (such as the Policy Manager application). Note
that for an external agent to modify or remove an applied ACL from an interface, the acl-policy
enable external command must be in the configuration.

In general, you should try to apply ACLs at the inbound interfaces instead of the outbound
interfaces. If a packet isto be denied, you want to drop the packet as early as possible, at the
inbound interface. Otherwise, the XP will have to process the packet, determine where the packet
should go only to find out that the packet should be dropped at the outbound interface. In some
cases, however, it may not be smple or possible for the administrator to know ahead of time that a
packet should be dropped at the inbound interface. Nonetheless, for performance reasons,
whenever possible, you should create and apply an ACL to the inbound interface.

To apply an ACL to an interface, enter the following command in Configure mode:

Apply ACL to an interface. acl <name> apply interface <interface name>
input|output [logging on|off|deny-only|per mit-
only][policy local|exter nal]

Note:  The XP will display interface names up to 32 charactersin length.

Applying ACL sto Services

ACLs can also be created to permit or deny access to system services provided by the XP; for
example, HTTP or Telnet servers. Thistype of ACL isknown as a Service ACL. By definition, a
Service ACL isfor controlling inbound packets to a service on specific interfaces on the router. For
example, on a particular interface, you can grant Telnet server access from afew specific hosts or
deny Web server access from a particular subnet. It is true that you can do the same thing with
ordinary ACLs and apply them to specific interfaces. However, the Service ACL is created
specifically to control access to some of the services on specified interfaces of the XP. As aresult,
only inbound traffic to the XP is checked.

Note: If aservice doesnot have an ACL applied, that serviceis accessible to everyone. To
control accessto a service, an ACL must be used.

To apply an ACL to a service, enter the following command in Configure mode:

Apply ACL to aservice. acl <name> apply service <Service name> [logging
[on]off]]
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Applying ACLsto Layer-4 Bridging Ports

ACLs can also be created to permit or deny access to one or more ports operating in Layer-4
bridging mode. Traffic that is switched at Layer 2 through the XP can have ACL s applied on the
Layer 3/4 information contained in the packet. The ACL sthat are applied to Layer-4 Bridging ports
are only used with bridged traffic. The ACLs that are applied to the interface are still used for
routed traffic.

Like ACLsthat are applied to interfaces, ACLsthat are applied to Layer 4 bridging ports can be
applied to either inbound or outbound traffic. For each port, only one ACL can be applied for the
inbound direction and one for the outbound direction. You can apply two ACL sto the same port if
oneisfor inbound traffic and one is for outbound traffic.

To apply an ACL to a port, enter the following command in Configure Mode:

Apply aLayer-4 bridging ACL to aport acl <name> apply port <port-list>

See Layer-4 Bridging and Filtering on page 352 for information on configuring Layer-4 Bridging
on the XP.

Using ACLsas Profiles
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You can use the acl command to define aprofile. A profile specifies the criteria that addresses,
flows, hosts, or packets must meet to be relevant to certain XP features. Once you have defined an
ACL profile, you can use the profile with the configuration command for that feature. For example,
the Network Address Translation (NAT) feature on the XP allows you to create address pools for
dynamic bindings. You use ACL profiles to represent the appropriate pools of |P addresses.

The following XP features use ACL profiles:

XP Feature ACL Profile Usage
IP policy Specifies the packets that are subject to the IP routing policy.
Dynamic NAT Defines local address pools for dynamic bindings.
Port mirroring Defines traffic to be mirrored.

Note:  The XP supports port mirroring, ACL, and Layer-2 filtering on
aper-WAN-card basis, not a per-port basis.

Rate limiting Specifies the incoming traffic flow to which rate limiting is applied.
Web caching Specifieswhich HTTP traffic should always (or never) be redirected to
the cache servers.

Specifies characteristics of Web objects that should not be cached.
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Note the following about using Profile ACLs:

e Only IPACLSscan be used as Profile ACLs. ACLsfor non-IP protocols cannot be used as
Profile ACLs.

»  The permit/deny keywords, while required in the ACL rule definition, are disregarded in the
configuration commands for the above-mentioned features. In other words, the configuration
commands will act upon a specified Profile ACL whether or not the Profile ACL rule contains
the permit or deny keyword.

* Unlike with other kinds of ACLSs, thereisno implicit deny rule for Profile ACLs.

e Only certain ACL rule parameters are relevant for each configuration command. For example,
the configuration command to create NAT address pools for dynamic bindings (the nat create
dynamic command) only looks at the source | P address in the specified ACL rule. The
destination | P address, ports, and TOS parameters, if specified, are ignored.

Specific usage of Profile ACLs s described in more detail in the following sections.

Using Profile ACLswith the I P Policy Facility

The P policy facility uses aProfile ACL to define criteria that determines which packets should be
forwarded according to an IP policy. Packets that meet the criteria defined in the Profile ACL are
forwarded according to the ip-policy command that references the Profile ACL.

For example, you can define an IP policy that causes al telnet packets travelling from source
network 9.1.1.0/24 to destination network 15.1.1.0/24 to be forwarded to destination address
10.10.10.10. You use a Profile ACL to define the selection criteria (in this case, telnet packets
travelling from source network 9.1.1.0/24 to destination network 15.1.1.0/24). Then you use an ip-
policy command to specify what happens to packets that match the selection criteria (in this
example, forward them to address 10.10.10.10). The following commands illustrate this example.

This command creates a Profile ACL called profl that uses asits selection criteriaall telnet packets
travelling from source network 9.1.1.0/24 to destination network 15.1.1.0/24:

xp(config)# acl profl permit ip 9.1.1.0/24 15.1.1.0/24 any any telnet O

This Profile ACL is then used in conjunction with the ip-policy command to cause packets
matching profl’s selection criteria (that is, telnet packets travelling from 9.1.1.0/24 to 15.1.1.0/24)
to be forwarded to 10.10.10.10:

xp(config)# ip-policy p5 permit profile profl next-hop-list 10.10.10.10

See |P Policy-Based Forwarding Configuration Guide on page 253 for more information on using
the ip-policy command.
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Using Profile ACLswith the Traffic Rate Limiting Facility

Traffic rate limiting is a mechanism that allows you to control bandwidth usage of incoming traffic
on aper-flow basis. A flow meeting certain criteria can have its packets re-prioritized or dropped if
its bandwidth usage exceeds a specified limit.

For example, you can cause packets in flows from source address 1.2.2.2 to be dropped if their
bandwidth usage exceeds 10 Mbps. You use a Profile ACL to define the selection criteria (in this
case, flows from source address 1.2.2.2). Then you use arate-limit command to specify what
happens to packets that match the selection criteria (in this example, drop them if their bandwidth
usage exceeds 10 Mbps). The following commands illustrate this example.

This command creates a Profile ACL called prof2 that uses as its selection criteria all packets
originating from source address 1.2.2.2:

xp(config)# acl prof2 permit ip 1.2.2.2

The following command creates arate limit definition that causes flows matching Profile ACL
prof2's selection criteria (that is, traffic from 1.2.2.2) to be restricted to 10 Mbps for each flow. If
thisrate limit is exceeded, the packets are dropped.

xp(config)# rate-limit clientl input acl prof2 rate-limit 20000000 exceed-action drop-packets

When the rate limit definition is applied to an interface (with the rate-limit apply command),
packets in flows originating from source address 1.2.2.2 are dropped if their bandwidth usage
exceeds 10 Mbps.

See Limiting Traffic Rate on page 368 for more information on using the rate-limit command.

Using Profile ACLswith Dynamic NAT
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Network Address Tranglation (NAT) allows you to map an | P address used within one network to a
different | P address used within another network. NAT is often used to map addresses used in a
private, local intranet to one or more addresses used in the public, global Internet.

The XP supports two kinds of NAT: static NAT and dynamic NAT. With dynamic NAT, an IP
address within arange of local 1P addresses is mapped to an |P address within arange of global 1P
addresses. For example, you can configure | P addresses on network 10.1.1.0/24 to use an IP
addressin the range of 1P addresses in network 192.50.20.0/24. You can use a Profile ACL to
define the ranges of local |P addresses.

The following command creates a Profile ACL called local. The local profile specifies asits
selection criteria the range of 1P addressesin network 10.1.1.0/24.

xp(config)# acl local permit ip 10.1.1.0/24
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Note:  When aProfile ACL is defined for dynamic NAT, only the source |P address field in the
acl statement is evaluated. All other fieldsin the acl statement are ignored.

Once you have defined a Profile ACL, you can then use the nat create dynamic command to bind
the range of 1P addresses defined in the local profile to arange in network 192.50.20.0/24.

xp(config)# nat create dynamic local-acl-pool local global-pool 192.50.20.10/24

See Network Address Translation Configuration Guide on page 265 for more information on using
dynamic NAT.

Using Profile ACLswith the Port Mirroring Facility

Port mirroring refers to the XP's ability to copy traffic on one or more portsto a*“mirror” port,
where an external analyzer or probe can be attached. In addition to mirroring traffic on one or more
ports, the XP can mirror traffic that matches selection criteria defined in a Profile ACL.

For example, you can mirror all IGMP traffic on the XP. You use a Profile ACL to define the
selection criteria (in this example, all IGMP traffic). Then you use aport mirroring command to
copy packets that match the selection criteria to a specified mirror port. The following commands
illustrate this example.

This command creates a Profile ACL called prof3 that uses asits selection criteriaall IGMP traffic
on the XP:

xp(config)# acl prof3 permit igmp

The following command causes packets matching Profile ACL prof3's selection criteria (that is, all
IGMP traffic) to be copied to mirror port et.1.2.

xp(config)# port mirroring dst-portset.1.2 src-acl prof3

See Configuring the XP for Port Mirroring on page 379 for more information on using the port
mirroring command.

Using Profile ACL swith the Web Caching Facility

Web caching isthe XP's ability to direct HTTP requests for frequently accessed Web objects to
local cache servers, rather than to the Internet. Since the HTTP requests are handled locally,
response time is faster than if the Web objects were retrieved from the Internet.

You can use Profile ACLs with Web caching in two ways:
»  Specifying which HTTP traffic should always (or never) be redirected to the cache servers

»  Specifying characteristics of Web objects that should not be cached
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Redirecting HTTP Traffic to Cache Servers

You can use a Profile ACL to specify which HTTP traffic should always (or never) be redirected to
the cache servers. (By default, when Web caching is enabled, all HTTP traffic from all hostsis
redirected to the cache servers unless you specify otherwise.)

For example, you can specify that packets with a source address of 10.10.10.10 and a destination
address of 1.2.3.4 always are sent to the Internet and never to the cache servers. The following
commands illustrate this example.

This command creates a Profile ACL called prof4 that uses as its selection criteria all packets with
a source address of 10.10.10.10 and a destination address of 1.2.3.4:

xp(config)# acl prof4 permit ip 10.10.10.101.2.3.4

The following command creates a \Web caching policy that prevents packets matching Profile ACL
profd’s selection criteria (that is, packets with a source address of 10.10.10.10 and a destination
address of 1.2.3.4) from being redirected to a cache server. Packets that match the profile’'s
selection criteriaare sent to the Internet instead.

xp(config)# web-cache palicyl deny hosts profile prof4

When the Web caching policy is applied to an interface (with the web-cache apply interface
command), HTTP traffic with a source address of 10.10.10.10 and a destination address of 1.2.3.4
goes to the Internet instead of to the cache servers.

Preventing Web Objects From Being Cached

You can aso use a Profile ACL to prevent certain Web objects from being cached. For example,
you can specify that information in packets originating from Internet site 1.2.3.4 and destined for
local host 10.10.10.10 not be sent to the cache servers. The following commands illustrate this
example.

This command creates a Profile ACL called prof5 that uses as its selection criteriaall packets with
a source address of 1.2.3.4 and a destination address of 10.10.10.10:

xp(config)# acl prof5 permit ip 1.2.3.4 10.10.10.10

To have packets matching Profile ACL prof5’s selection criteria bypass the cache servers, use the
following command:

xp(config)# web-cache palicyl create bypass-list profile prof5

When the Web caching policy is applied to an interface, information in packets originating from
source address 1.2.3.4 and destined for address 10.10.10.10 is not sent to the cache servers.
See Web Caching on page 289 for more information on using the web-cache command.
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Enabling ACL Logging

To see whether incoming packets are permitted or denied because of an ACL, you can enable ACL
logging. You can enable logging when applying the ACL or you can enable logging for a specific
ACL rule.

The following commands define an ACL and apply the ACL to an interface, with logging enabled
for the ACL:

acl 101 deny ip 10.2.0.0/16 any any any
acl 101 permit ip any any any any
acl 101 apply interface int1 input logging on

When ACL logging is turned on, the router prints out a message on the console about whether a
packet is dropped or forwarded. If you have a Syslog server configured for the XP, the same
information will also be sent to the Syslog server.

The following commands define an ACL and apply the ACL to an interface. In thiscase, logging is
enabled for a specific ACL rule:

acl 101 deny ip 10.2.0.0/16 any any any log
acl 101 permit ip any any any any
acl 101 apply interface int1 input

For the above commands, the router prints out messages on the console only when packets that
come from subnet 10.2.0.0/16 oninterface ‘int1’ are dropped.

Note that when logging is enabled on a per-rule basis, you do not need to specify the logging on
option when the ACL isapplied to an interface. With per-rule logging enabled, only the logging off
option has an effect when the ACL is applied; this option turns off all ACL logging.

Before enabling ACL logging, you should consider its impact on performance. With ACL logging
enabled, the router prints out a message at the console before the packet is actually forwarded or
dropped. Even if the console is connected to the router at a high baud rate, the delay caused by the
console message is still significant. This can get worse if the console is connected at alow baud
rate, for example, 1200 baud. Furthermore, if a Syslog server is configured, then a Syslog packet
must al so be sent to the Syslog server, creating additional delay. Therefore, you should consider the
potential performance impact before turning on ACL logging.

Monitoring ACLs

The XP provides adisplay of ACL configurations active in the system.
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To display ACL information, enter the following commands in Enable mode.

Show all ACLs. acl show all

Show a specific ACL. acl show aclname <name> | all
Show an ACL on a specific interface. acl show interface <name>
Show ACLsonall IPinterfaces. acl show interface all-ip

Show static entry filters. acl show service
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Security
Configuration Guide

Security Overview
The XP provides security features that help control access to the X P and filter traffic going through
the XP. Accessto the XP can be controlled by:
e Enabling RADIUS
» Enabling TACACS
e Enabling TACACS Plus
*  Password authentication
e SNMP

Traffic filtering on the XP enables:
e Layer-2 security filters - Perform filtering on source or destination MAC addresses.

e Layer-3/4 Access Control Lists - Perform filtering on source or destination |P address, source
or destination TCP/UDP port, TOS or protocol type for IP traffic. Perform filtering on source
or destination IPX address, or source or destination |PX socket. Perform access control to
services provided on the XP, for example, Telnet server and HTTP server.

Note:  Currently, Source Filtering is available on XP WAN cards; however, you must apply the
filter to the entire WAN card.
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Configuring XP Access Security

This section describes the following methods of controlling access to the XP:

RADIUS

RADIUS
TACACS
TACACS Plus
Passwords

Configuring RADIUS

You can secure login or Enable mode access to the XP by enabling a Remote Authentication Dial-
In Service (RADIUS) client. A RADIUS server responds to the XP RADIUS client to provide
authentication.

You can configure up to five RADIUS server targets on the XP. A timeout is set to tell the XP how
long to wait for aresponse from RADIUS servers.

To configure RADIUS security, enter the following commands in Configure mode:

Specify a RADIUS server.

radius set server <hostname or |P-addr>

Set the RADIUS time to wait for a
RADIUS server reply.

radius set timeout <number>

Determine the XP action if no server
responds.

radius set last-resort passwor d|succeed|deny

Enable RADIUS.

radius enable

Cause RADIUS authentication at
user login or when user tries to
access Enable mode.

radius authentication loginjenable

Logs specified types of command to
RADIUS server.

radius accounting command level <level>

Logsto RADIUS server when shell
is stopped or started on XP.

radius accounting shell start|stoplall
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Logsto RADIUS server SNMP
changes to startup or active
configuration.

radius accounting snmp activelstartup

L ogs specified type(s) of messagesto
RADIUS server.

radius accounting system fatal|error |war ning|info

Monitoring RADIUS

You can monitor RADIUS configuration and statistics within the XP. To monitor RADIUS, enter

the following commands in Enable mode:

Show RADIUS server statistics.

radius show stats

Show all RADIUS parameters.

radius show all

The XP also allows you to display information on up to five previous userswho logged in to the XP

using TACACS+ or RADIUS. To display
following:

information on the last usersto log in to the XP enter the

Xp-181-11# system show security-log

UserID : johnny
tty : ttyO
Security Type:  Tacacs+
Last AAA server used :10.136.15.101
Number of Sessions: 1
Start Session Time : 2001-06-27 09:10:16
End Session Time: 2001-06-27 09:09:54
Time Last Accessed : 2001-06-27 09:26:34

Current Mode : Enable
Config command Cntr: O
Enable command Cntr:1
Login command Cntr : 3
Total command Cntr : 4

Last Command:  system show security-log

Configuring Passwords

The XP provides password authentication

for accessing the User and Enable modes. If RADIUS is

not enabled on the XP, only local password authentication is performed. To configure XP
passwords, enter the following commands in Configure mode;

Set User mode password. system set password login <string>

Set Enable mode password. system set passwor d enable <string>
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TACACS

Configuring TACACS

In addition, Enable mode access to the XP can be made secure by enabling a Terminal Access
Controller Access Control System (TACACYS) client. Without TACACS, TACACS Plus, or
RADIUS enabled, only local password authentication is performed on the XP. The TACACS client
provides user name and password authentication for Enable mode. A TACACS server responds to
the XP TACACS client to provide authentication.

You can configure up to five TACACS server targets on the XP. A timeout is set to tell the XP how
long to wait for aresponse from TACACS servers.

To configure TACACS security, enter the following commands in the Configure mode:

Specify aTACACS server. tacacs set server <hostname or |P-addr>

Set the TACACS time to wait for a tacacs set timeout <number>
TACACS server reply.

Determine XP action if no server tacacs set last-resort passwor d|succeed
responds.
Enable TACACS. tacacs enable

Monitoring TACACS

You can monitor TACACS configuration and statistics within the XP. To monitor TACACS, enter
the following commands in Enable mode:

Show TACACS server statistics. tacacs show stats

Show all TACACS parameters. tacacs show all

Configuring Passwor ds

The XP provides password authentication for accessing the User and Enable modes. If TACACS is
not enabled on the XP, only local password authentication is performed. To configure XP
passwords, enter the following commands in Configure mode:

Set User mode password. system set password login <string>

Set Enable mode password. system set passwor d enable <string>
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Configuring TACACS Plus

You can secure login or Enable mode access to the XP by enabling a TACACS Plus client. A
TACACS Plus server responds to the XP TACACS Plus client to provide authentication. You can
configure up to five TACACS Plus server targets on the XP. A timeout is set to tell the XP how
long to wait for aresponse from TACACS Plus servers. To configure TACACS Plus security, enter
the following commands in Configure mode:

Specify a TACACS Plus server. tacacs-plus set server <hostname or |P-addr>

Set the TACACS Plus time to wait tacacs-plus set timeout <number>

for aTACACS Plus server reply.

Determine the XP action if no server | tacacs-plus set last-resort passwor d|succeed|deny
responds.

Enable TACACS Plus. tacacs-plus enable

Cause TACACS Plus authentication | tacacs-plusauthentication loginjenable
at user login or when user triesto
access Enable mode.

Cause TACACS Plus authentication | tacacs-plus authentication loginjenable
at user login or when user triesto
access Enable mode.

Logs specified types of command to | tacacs-plus accounting command level <level>
TACACS Plus server.

Logsto TACACS Plus server when tacacs-plus accounting shell start|stoplall
shell is stopped or started on XP.

Logsto TACACS Plus server SNMP | tacacs-plus accounting snmp active|startup
changes to startup or active
configuration.

L ogs specified type(s) of messagesto | tacacs-plus accounting system fatal|er ror |war ninglinfo
TACACS Plus server.
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Monitoring TACACS Plus

You can monitor TACACS Plus configuration and statistics within the XP. To monitor TACACS
Plus, enter the following commandsin Enable mode:

Show TACACS Plus server
statistics.

tacacs-plus show stats

Show all TACACS Plus parameters.

tacacs-plus show all

The XP also allows you to display information on up to five previous userswho logged in to the X P
using TACACS+ or RADIUS. To display information on the last usersto log in to the XP enter the

following:

Xp-181-11# system show security-log

UserID : johnny
tty : tty0
Security Type:  Tacacs+
Last AAA server used :10.136.15.101
Number of Sessions: 1

Start Session Time : 2001-06-27 09:10:16
End Session Time: 2001-06-27 09:09:54
Time Last Accessed : 2001-06-27 09:26:34

Current Mode : Enable
Config command Cntr: O
Enable command Cntr:1
Login command Cntr : 3
Total command Cntr : 4

Last Command:  system show security-log

Configuring Passwords

The XP provides password authentication for accessing the User and Enable modes. If TACACS
Plusis not enabled on the XP, only local password authentication is performed. To configure XP
passwords, enter the following commands in Configure mode:

Set User mode password.

system set password login <string>

Set Enable mode password.

system set passwor d enable <string>
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SNMP

SNMPv1, SNM Pv2c, and SNM Pv3 Agent Overview

Security

Thisfeature will expand SNM P management support on the XP to include the current IETF defined
elements of SNMPv1, SNMPv2c, and SNMPv3 protocols. The SNMP Research EMANATE/Lite
product isthe basis for this feature. This product supports SNMPv1, SNMPv2c and SNMPv3
protocol and administration.

Simple Network Management Protocol Version 3 (SNMPv3) is an interoperable standards-based
protocol for network management. SNM Pv3 provides secure access to devices by a combination of
authenti cating and encrypting packets over the network. The security features provided in SNMPv3
are:

* Messageintegrity. Ensuring that a packet has not been tampered with in-transit.
« Authentication. Determining the message is from avalid source.

« Encryption. Scrambling the contents of a packet to prevent it from being seen by an
unauthorized source.

SNMPv3 provides for both security models and security levels. A security model is an
authentication strategy that is set up for auser and the group in which the user resides. A security
level isthe permitted level of security within a security model. A combination of a security model
and a security level will determine which security mechanism is employed when handling an
SNMP packet. Three security models are available: SNMPv1, SNMPv2c, and SNMPv3. Table 1
identifies what the combinations of security models and levels mean:

Table 11. SNMP Security Modelsand Levels

M odel Level Authentication | Encryption What Happens
vl noAuthNoPriv | Community No Uses a community string match
String for authentication.
v2c noAuthNoPriv | Community No Uses a community string match
String for authentication.
v3 noAuthNoPriv | Username No Uses a username match for
authentication.
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M odel Level Authentication | Encryption What Happens

v3 authNoPriv MD5 or SHA No Provides authentication based on
the HMAC-MD5 or HMAC-
SHA algorithms.

v3 authPriv MD5 or SHA DES Provides authentication based on

the HMAC-MD5 or HMAC-
SHA algorithms. Provides 56-bit
encryption based on the CBC-
DES (DES-56) standard in
addition to authentication.

Access Control

Reliability

SNMPv3 also provides fine-granularity access control to management information. The View-
Based Access Control Model (VACM) allows subsets of mangement information to be organized
into "views'. There are three types of views: read, write, and notify. Management information that
isin auser's view gives the user the corresponding access-level to that management information --
either read, write, or notify. Individual users are organized into groups, and using VACM it is
possible to pre-define which views will be available to a given group based on the security model
and security level used to request access.

In other words, VACM gives the ability to alow or deny access to any individual item of
mangement information depending on the user's group membership and the level of security
provided by the communications channel.

In addition to better security and better access control, SNMPv3 also provides a higher degree of
reliability for notifiying management stations when critical events occur.

Traditionaly SNMP agents communicated events to SNMP managers via "traps’. However, if a
temporary network problem prevents the reception of the trap by the manager, then the trap islost.
SNMPv3 provides "informs" which are amore reliable form of traps. The SNMP agent initiates the
inform process by sending an inform request to the manager. The manger respondsto the inform
request to acknowledge receipt of the message. If the inform is not received by the manager, the
inform request will timeout and a new inform regquest will be sent. Subseguent inform requests will
be sent as previous requests time-out until either an acknowledgement is received from the
manager, or until a pre-specified retry-count is reached.

Supported SNMPv3 MIBs

328

This feature supports the following SNMPv3 MIBs
* RFC 2104, Keyed Hashing for Message Authentication
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RFC 2571, An Architecture for Describing SNM P Management Frameworks.

RFC 2572, Message Processing and Dispatching for the Simple Network Management Protocol
(SNMP).

RFC 2573, SNMPv3 Applications.

RFC 2574, User-Based Security Model (USM) for version 3 of the Simple Network
Management Protocol (SNMPv3).

RFC 2575, View-Based Access Control Model (VACM) for the Simple Network Management
Protocol (SNMP).

RFC 2576, Coexistence between Version 1, Version 2, and Version 3 of Network Management
Framework.

Configuration Overview

Configuring the XP for SNMPv3 support consists of the following steps:

1

10.

Creating Users. Users are created and configured to optionally use a secure authentication
protocol and/or encryption.

Creating Groups. Groups are created and assigned a read view, awrite view, and a notify
view.

Assigning Users. Users are assigned to their respective groups.

Defining Views. Views are defined as collections of OID subtrees. Appropriate views are
created for the groups that were previously created.

Using M asks. Using masks allows complex selection of subtrees without needing to specify
potentially several dozen snmp set view commands.

Defining Tar gets. Management targets are defined for receiving traps or informs.

Configuring Target Parameters. Parameters for communicating with designated targets are
defined.

Creating Notification Filters. Optionally, notification filters can be created to constrain the
types of traps or informs that a given management target will receive.

Configuring Informs. Optionally, any targets can be configured to receive SNMPv3 Informs.

Assigning Aliasesto I nterfaces. Used to assign additional identification information to any
interface handled by the if X Table (i.e., physical ports, IP interfaces, IPX interfaces, VLANS,
and SmartTRUNK3s).

Creating Users

Users can be configured to use a combination of authentication and/or privacy. To take advantage
of the security features of SNMPV3, it is recommended that users be configured with at |east
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authentication which helps to eliminate most of the potential security risks associated with
SNMPv1.

To create a new user, use the snmp set user command. For a detailed explanation of the snmp set
user command, see the Enterasys X-Pedition Command Line | nterface Reference Manual. Most
commonly, users will be configured to authenticate with the local SNMP engine only, however,
individual users can be configured to authenticate with remote authoritative SNMP engines if
necessary (see Configuring Informs on page 335). The example below illustrates the creation of a
new user named "jane" and configured to use the HMAC-SHA-96 authentication protocol with an
intitial authentication password of "foo".

xp(config)# snmp set user jane engine-id local auth sha auth-password foo

The next example shows how to configure a user to use both encryption and authentication. In this
case the user will be configured to use the HMAC-MD5-96 authentication protocol along with
CBC-DES encryption for privacy. In the example the user is configured to use "foo" for the
authentication password and "bar" for the privacy password.

xp(config)# snmp set user john engine-id local auth md5 auth-password foo priv des priv-password
bar

After saving the configuration to make it active, authentication and privacy keyswill be generated
and localized to the Engine-1D specified (in this case the local Engine-1D). Note that neither the
resulting keys nor the original plaintext passwords will be visible in the XP's configuration file. If
the user's passwords are lost they cannot be recovered and the user will need to be reconfigured
using the snmp set user command.

Once your users have been created, the individual users can be grouped to assign access rights
based on the level of security the user uses when remotely accessing the XP (see Creating Groups
on page 330).

Creating Groups

Groups facilitate the assignment of accessrightsto specific users. Users who require the same level
of access should be grouped together into the same group. Different groups can then be created
with the necessary access rights. To create groups, use the snmp set group command. For a
detailed explanation of the snmp set group command, see the Enterasys X-Pedition Command
Line Interface Reference Manual. The example below illustrates the creation of the group named
"opers'. Based on the example, users belonging to the opers group who are authenticated will have
read access to the "restricted" view, no write access, and notify accessto the "al" view. Users
belonging to the opers group who are not authenticated will have no access.

xp(config)# snmp set group opersv3 auth read restricted notify all
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The next example shows the creation of the "admins' group. In this case, group memberswill only
have partial accessif they are authenticated without privacy, but full accessif they are authenticated
with privacy.

xp(config)# snmp set group adminsv3 auth read internet notify all
xp(config)# snmp set group adminsv3 priv read all write all notify all

Both examples make use of several built-in views that are provided with the XP. However, to fully
utilize the access-control capabilities of SNMPv3, you should consider defining your own views
(see Defining Views on page 332).

Assigning Users

Once users and groups have been created, the users must be assigned to the groups so that the
individual userswill inherit the access rights of the group. To assign auser to agroup, use the snmp
set user-to-group command. For a detailed explanation of the snmp set user-to-group command,
see the Enterasys X-Pedition Command Line Interface Reference Manual. The example below
illustrates how to assign the user named "root" to the group named "admins'. The user root will
then inherit the access rights configured for the "admins" group.

xp(config)# snmp set user-to-group root to admins

You may also assign an SNMPv1 or SNMPv2c community to a group through the group option of
the snmp set community command. The following example shows how to use the group option to
assign the "Custom" community to the group "V 1Users":

xp(config)# snmp set community Custom group V1Users

Note: If you use the group option, the privilege option will not apply (and vice versa).

The next example illustrates the process of creating a user, creating a group, and assigning the user
to the group. First we will create the user "jane" for use with the local SNMP engine, using the
HMAC-SHA-96 authentication protocol, and the authentication password "foo". Next the
"operators' group will be created with read, write, and notify access to the built-in "all" view for
users using the SNM Pv3 protocol with authentication enabled. Then the user "jane" will be
assigned to the "operators" group.

xp(config)# snmp set user jane engine-id local auth sha auth-password foo
xp(config)# snmp set group operatorsv3 auth read all write all notify all
xp(config)# snmp set user-to-group janeto operators

This process will give the user "jane" read, write, and notify access to the built-in "all" view when
sheis successfully authenticated by the local SNMP engine. Note that this example makes use of
one of the built-in views. For information on how to define custom views, see Defining Views on
page 332.
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332

Defining Views

Views are acollection of subtrees of management information that are used to define a subset of the
OID spacethat agroup of users may have accessto. There are three types of views: read, write, and
notify. Read views give read access to management information, while write views give write
access to management information. Notify views allow notifications—either traps or informs—to
be sent to a management target. A view needs to be defined only once, and can then be used as any
combination of read, write, or notify views when creating groups.

To define anew view, use the snmp set view command. For a detailed explanation of the snmp set
view command, see the Enterasys X-Pedition Command Line Interface Reference Manual. The
example below illustrates how to define aview named "vrrp" that will give access to the
1.3.6.1.2.1.68 subtree (vrrpMIB). In this example, the vrrp view gives access to only the vrrpMIB.
All other management information is excluded from the view. Groups can be assigned read, write,
and/or notify access to the vrrp view when the groups are created.

router(config)# snmp set view vrrp subtree 1.3.6.1.2.1.68 typeinclude

The next example illustrates the use of multiple subtrees and the exclude keyword to restrict access
to a particular subtree. In this example, "myview" grants accessto al of the Internet OID space
excluding the 1.3.6.1.6.3.18 subtree (snmpCommunityMIB). If assigned to a group, thisview can
give read, write, and/or notify accessto all of the Internet view except the snmpCommunityMIB.

router(config)# snmp set view myview subtree 1.3.6.1 typeinclude

router(config)# snmp set view myview subtree 1.3.6.1.6.3.18 type exclude

Using Masks

The use of masks allows for complex selection of subtrees without needing to specify potentially
several dozen snmp set view commands. Masks are particularly useful for selecting a particular
row from atable. The example below uses the mask Oxff:bf to prevent access to instance 35 of the
if Table. The bits of the mask are used to indicate which bytes of the subtree OID are significant. A
one in the mask indicates asignificant byte in the OID while a zero indicates an insignifcant, or
"wild card" byte. Written out in bit notation the mask is: 1111 1111 1011 1111. Notice that the zero
(20th bit) matches up with the column header of the if Table OID (10th byte). Combined with the
subtree 1.3.6.1.2.1.2.2.1.1.35, the zero has the effect of selecting ALL columnsin theifTable, while
the trailing ones select ONLY the 35th row of the table. Without masks, this could only be
accomplished by entering snmp set view commands for each of the 22 columns of the ifTable.

router(config)# snmp set view myview subtree 1.3.6.1.2.1.2.2 type include
router(config)# snmp set view myview subtree 1.3.6.1.2.1.2.2.1.1.35 mask Oxff:bf type exclude

Note that when creating a mask, as in the previous example, there will not always be enough bitsto
completely fill the last byte. In such a case the remaining bits should be padded with ones.
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Defining Tar gets

Use the snmp set target command to define which management targets should receive
notifications when events occur. For a detailed explanation of the snmp set target command, see
the Enterasys X-Pedition Command Line I nterface Reference Manual.

Notifications can be sent in the form of either traps or informs. Traps are unreliable because the
receiver does not send acknowledgments when it receives traps. The sender cannot determineif the
traps were received. However, an SNMP entity that receives an inform request acknowledges the
message with an SNMP response PDU. If the sender never receives the response, the inform
reguest can be sent again. Thus, informs are more likely to reach their intended destination.
However, informs consume more resources in the agent and in the network. Unlike atrap, which is
discarded as soon asit is sent, an inform request must be held in memory until aresponseis
received or the request times out. Also, traps are sent only once, while an inform may be retried
several times. The retries increase traffic and contribute to a higher overhead on the network.

The example below illustrates how to define an SNMPv1 target named "manager" whose |P
addressis 10.10.10.10 and can receive traps. Any event that generates a notification will cause a
trap to be sent to the target. The XP will use the security-name string "public" to authenticate with
the SNMPv1 target.

router(config)# snmp set target manager ip-address 10.10.10.10 security-name public

The next example shows how to define atarget named "foo" using SNM Pv3 user-based
authentication rather than security-name strings. In this context, the security-name option refersto
the name of the user which will be used when communicating with the target. This example
assumes that the user "jane" already exists.

router(config)# snmp set tar get foo ip-address 10.10.10.10 v3 auth security-name jane

The type option can be used to specify that informs should be sent to the target rather than traps.
The sending of informs does require that an SNM Pv3 user be created using the proper authoritative
SNMP Engine-1D (see Configuring Informs on page 335 for more information). Again this
exampl e assumes that the user "jane" has already been created with the appropriate SNMP Engine-
ID.

router(config)# snmp set tar get foo ip-address 10.10.10.10 v3 auth security-name jane typeinform

Additionally, atarget-params entry can be utilized (see Configuring Target Parameters on

page 334) to apply the same configuration parameters to multiple targets. This can be accomplished
viathe param option. The following exampleillustrates the use of the param option. When used,
the security model, security level, and security-name are all obtained from the specified target-
paramsentry. In this case, both "foo" and "bar" will use the same security model, security level, and
security-name. This example assumes that the "v3targets' target-params entry already exists.

router(config)# snmp set tar get foo ip-address 10.10.10.10 param v3tar gets
router(config)# snmp set target bar ip-address 10.10.10.11 param v3tar gets
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334

Configuring Target Parameters

As mentioned in the previous section, target-parameters allow several targetsto share the same
security model, security level, and security-name. This can be useful if al of your targets are going
to utilize the same security model. In this way, the security parameters need to only be specified
once, and later if a parameter must be changed, it needs to only be changed once rather than
needing to be changed for every target. To configure a set of target-parameters to be shared by
multiple targets, use the snmp set tar get-par ams command. For amore detailed explanation of the
snmp set tar get-params command, see the Enterasys X-Pedition Command Line Interface
Reference Manual.

The following example shows how to create a set of target-parameters named "global" and make
use of those parameters in defining multiple targets. Both targets "foo" and "bar" will utilize the
SNMPv1 security model and the "public" security-name string.

router(config)# snmp set target foo ip-address 10.10.10.10 param global
router(config)# snmp set target bar ip-address 10.10.10.11 param global
router(config)# snmp set tar get-params global v1 security-name public

Additionally, the filter option alows notification filtering to be applied to a group of targets. For
more information on notification filters, see Creating Notification Filters on page 334.

Creating Notification Filters

The snmp set filter command facilitates the creation of notification filters. Notification filters can
prevent specific types of notifications from being sent to a given group of management targets.
Once thefilter is created using the snmp set filter command, it is associated with targets viathe
filter option of the shmp set tar get-params command. For a detailed explanation of the various
options available with the snmp set filter command, see the Enterasys X-Pedition Command Line
Interface Reference Manual.

The category and subtree options are used to specify which notificationsto filter. The category
option acts as a shortcut for specifying common notification subtrees. When used with the category
option, the subtree option is not available. Aswith view subtrees, filter subtrees can also be
modified using the mask option (see the explanation on masking in Defining Views on page 332 for
more information).

One important point that should be mentioned is that subtreesthat are included in afilter will be
filtered out. In other words, a subtree that isincluded in the filter will not have its notifications sent
to the associated targets. Subtrees that are excluded from afilter will be the only subtrees that will
be left unfiltered and have notifications sent.

The example below illustrates the use of anotification filter named "noVRRP" to prevent the target
"foo" from receiving any VRRP notifications. Here we use the pre-defined "vrrp" category to
specify the OID subtree to include in the filter.

router(config)# snmp set filter noVRRP category vrrp typeincluded
router(config)# snmp set target foo ip-address 10.10.10.10 param bar
router(config)# snmp set tar get-params bar filter noVRRP
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This next example illustrates the use of multiple subtrees to filter out all notifications except BGP
and OSPF notifications. Here, the "routing” filter will prevent the target "foo" from receiving any
notifications from sources other than bgp and ospf.

router(config)# snmp set filter routing category bgp type excluded
router(config)# snmp set filter routing category ospf type excluded
router(config)# snmp set target foo ip-address 10.10.10.10 param bar
router(config)# snmp set tar get-params bar filter routing

Configuring Informs

Asmentioned in Defining Targets on page 333, informs provide a more reliable means by which to
notify SNM P managers of eventsthat occur at an SNMP agent. However, informs require that the
inform request be sent using the manager's SNMP Engine-1D as the authoritative ID. This means
that a user needs to be configured using the manager's Engine-1D as well as the local Engine-ID.

To configure the XP router to send SNM Pv3 informs follow the steps outlined bel ow.
1. Createalocal user with appropriate notify access.
2. Configure the user with the necessary credentials for authenticating with the manager.

3. Create an SNMPv3 target configured to use the user for authentication.

Following is an example configuration using the user "Informer" for sending inform requeststo the
SNMP manager with the SNMP Engine-ID

0x00: 11: 22: 33: 44: 55: 66: 77: 88: 99: aa: bb. The user "Informer" will then be used to
authenticate with the manager using the password "foo" when an inform is sent.

xp(config)# snmp set user Informer engine-id local

xp(config)# snmp set user Informer engine-id 0x00: 11:22: 33:44:55:66:77:88:99: aa: bb auth sha auth-
password foo

xp(config)# snmp set group I nformSendersv3 noauth notify all

xp(config)# snmp set user-to-group Informer to InformSenders

xp(config)# snmp set target InformTarget ip-address 10.10.10.10 v3 auth security-name I nfor mer
typeinform

Note that the user has been configured to work on both the remote manager and on the local
system. When communicating with the manager, the user will use the HMAC-SHA-96
authentication protocol, but on the local system the user does not require authentication. However,
the user has only been assigned notify access on the local system, so the user account cannot be
used to read or write to or from the local system. Additionally, note that the user must also exist in
the manager's SNMP configuration database in order for the user to successfully authenticate with
the manager.
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Configuration Notes

Built-In Users

Out-of-the-box the X P is shipped with a "very-secure” configuration as described in RFC 2574
APPENDIX A. In other words, there are no built-in users configured. This means that at least one
user will need to be configured locally using the XP's CLI commands before more users can be
created remotely using SNMP and the USM "clone-from" mechanism.

Built-In Views

As noted above, the XP is shipped with no built-in users configured. However, there are built-in
views based on the recommended initial configuration for "initial-semi-security-configuration”
defined in RFC 2575 APPENDIX A. Since no users exist initially, the XP will still be "very-
secure” yet easy to configure since a built-in group and built-in views are already provided. The
built-in entries are permanent -- in other words they cannot be deleted. They can, however, be
modified to either increase or decrease the security they provide. The entries can be modified by
using the CLI commands available on the XP, or remotely by SNMP. If these entries are modified
by SNMP, a corresponding CLI command will be saved in the startup configuration.

Assigning Aliasesto I nterfaces

The ability to assign an dliasto an interface extends the set of supported SNMP objects to include
theifAlias colum of the ifX Table. Used primarily for administrative purposes, the ifAlias SNMP
object allows you to assign additional identification information to any interface handled by the
ifXTable (i.e., physical ports, IP interfaces, IPX interfaces, VLANS, and SmartTRUNKS). The XP
allows one alias assignment per interface and limits each alias to a maximum length of 64
characters. You must use aremote SNMP manager to view, add, change, or delete an alias.

To assign an dlias, enter the following from configuration mode:

router (config)# snmp set if-alias <interface-name> alias <alias-name>

Note:  You cannot remove an interface until you remove any alias assigned to the interface. The
XPwill display interface names up to 32 charactersin length.

Examples

The following example demonstrates how to assign the alias "spare-port” to the physical port et.4.8.

router (config)# snmp set if-alias et.4.8 alias spare-port
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The example below illustrates how to assign the alias“NEWALIAS’ to the newly created
“NEWIF" IPinterface.

xp(config)# interface create ip NEWIF address-netmask 10.0.0.1/8 port et.1.1
xp(config)# snmp set if-alias NEWIF aliasNEWALIAS

This example shows how to remove an dlias:

xp(config)# no snmp set if-alias

Layer-2 Security Filters

Layer-2 security filters on the XP alow you to configure ports to filter specific MAC addresses.
When defining aLayer-2 security filter, you specify to which ports you want the filter to apply. You
can specify the following security filters:

e Addressfilters

Thesefilters block traffic based on the frame's source MAC address, destination MAC address,
or both source and destination MAC addresses in flow bridging mode. Address filters are
always configured and applied to the input port.

*  Port-to-address lock filters
These filters prohibit a user connected to alocked port or set of ports from using another port.
e Static entry filters

Thesefilters allow or force traffic to go to a set of destination ports based on a frame's source
MAC address, destination MAC address, or both source and destination MAC addressesin flow
bridging mode. Static entries are always configured and applied at the input port.

*  Secureport filters

A secure filter shuts down access to the XP based on MAC addresses. All packets received by
aport are dropped. When combined with static entries, however, thesefilterscan beused to drop
all received traffic but allow some frames to go through.

Configuring Layer-2 Address Filters

If you want to control access to a source or destination on a per-MAC address basis, you can
configure an address filter. Addressfilters are always configured and applied to the input port. You
can set address filters on the following:

* A source MAC address, which filters out any frame coming from a specific source MAC
address

* A destination MAC address, which filters out any frame destined to specific destination MAC
address
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* A flow, which filters out any frame coming from a specific source MAC address that is also
destined to a specific destination MAC address

To configure Layer-2 address filters, enter the following commandsin Configure mode:

Configureasource MAC based address | filtersadd address-ilter name <name> source-mac
filter. <MACaddr> source-mac-mask <mask> vlan
<VLAN-num> in-port-list <port-list>

Configure a destination MAC based filters add address-filter name <name> dest-mac
addressfilter. <MACaddr> dest-mac-mask <mask> vlan
<VLAN-num> in-port-list <port-list>

Configure aLayer-2 flow addressfilter. | filtersadd address-filter name <name> source-mac
<MACaddr> source-mac-mask <mask> dest-
mac <MACaddr> dest-mac-mask <mask> vlan
<VLAN-num> in-port-list <port-list>

Note:  The XPwill display VLAN names up to 32 charactersin length.

Configuring Layer-2 Port-to-Address L ock Filters

Port address lock filters allow you to bind or “lock” specific source MAC addresses to a port or set
of ports. Once a port islocked, only the specified source MAC addressis allowed to connect to the
locked port and the specified source MAC address is not allowed to connect to any other ports.

To configure Layer-2 port address lock filters, enter the following commands in Configure mode:

Configure a port address lock filter. filtersadd port-address-lock name <name> source-
mac <MACaddr> vlan <VLAN-num> in-port-
list <port-list>

Note:  The XPwill display VLAN names up to 32 charactersin length.

Configuring Layer-2 Satic-Entry Filters

338

Static entry filtersallow or force traffic to go to a set of destination ports based on a frame's source
MAC address, destination MAC address, or both source and destination MAC addressesin flow
bridging mode. Static entries are always configured and applied at the input port. You can set the
following static entry filters:

Note:  You may include up to 505 static-entry filtersin a configuration.

e Source static entry, which specifies that any frame coming from source MAC address will be
allowed or disallowed to go to a set of ports
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Destination static entry, which specifies that any frame destined to a specific destination MAC
address will be allowed, disallowed, or forced to go to a set of ports

Flow static entry, which specifies that any frame coming from a specific source MAC address
that is destined to specific destination MAC address will be allowed, disallowed, or forced to
go to a set of ports

To configure Layer-2 static entry filters, enter the following commands in Configure mode:

Configure a source stetic entry filtersadd static-entry name <name> restriction
filter. allow|disallow|for ce sour ce-mac < MACaddr> source-

mac-mask <mask> vlan <VLAN-num> in-port-list
<port-list> out-port-list <port-list>

Configure a destination static filtersadd static-entry name <name> restriction
entry filter. allow|disallow|for ce dest-mac <MACaddr> dest-mac-

mask <mask> vlan <VLAN-num> in-port-list <port-
list> out-port-list <port-list>

Note:  The XPwill display VLAN names up to 32 charactersin length.

Configuring Layer-2 Secure Port Filters

Secure port filters block access to a specified port. You can use a secure port filter by itself to
secure unused ports. Secure port filters can be configured as source or destination port filters. A
secure port filter applied to a source port forces all incoming packets to be dropped on a port. A
secure port filter applied to a destination port prevents packets from going out a certain port.

You can combine secure port filters with static entries in the following ways:

Combine a source secure port filter with a source static entry to drop all received traffic but
allow any frame coming from specific source MAC address to go through

Combine a source secure port filter with aflow static entry to drop all received traffic but allow
any frame coming from a specific source MAC address that is destined to specific destination
MAC address to go through

Combine a destination secure port with a destination static entry to drop all received traffic but
allow any frame destined to specific destination MAC address go through

Combine a destination secure port filter with aflow static entry to drop al received traffic but
allow any frame coming from specific source MAC address that is destined to specific
destination MAC address to go through
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To configure Layer-2 secure port filters, enter the following commandsin Configure mode:

Configure a source secure port filters add secure-port name <name> direction source vlian
filter. <VLAN-num>
in-port-list <port-list>

Configure adestination secureport | filtersadd secure-port name <name> direction destination
filter. vlan <VLAN-num>
in-port-list <port-list>

Note: The XPwill display VLAN names up to 32 charactersin length.

Monitoring Layer-2 Security Filters

The XP provides display of Layer-2 security filter configurations contained in the routing table. To
display security filter information, enter the following commands in Enable mode.

Show address filters. filters show address-filter

[all-sour cejall-destination|all-flow]

[source-mac <MACaddr> dest-mac <MACaddr>] [ports
<port-list>] [vlan <VLAN-num>]

Show port address lock filters show port-address-lock ports

filters. [ports <port-list>] [vlan <VVLAN-num>] [source-mac
<MACaddr>]

Show secure port filters. filters show secure-port

Show static entry filters. filters show static-entry

[all-sour cejall-destination|all-flow]
ports <port-list> vian <VLAN-num>
[source-mac < MACaddr> dest-mac <MACaddr>]

Note:  The XPwill display VLAN names up to 32 charactersin length.
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Layer-2 Filter Examples

XP
et.1.1 et.1.2 et.1.3
|
Hub
Engineering Finance
T File Servers File Servers
Engineers,
Consultant

Figure 26. SourceFilter Example

Example 1. AddressFilters

Sourcefilter: The consultant is not allowed to access any file servers. The consultant isonly
allowed to interact with the engineers on the same Ethernet segment — port et.1.1. All traffic
coming from the consultant’s MAC address will be dropped.

filters add address-filter name consultant source-mac 001122:334455 vlan 1 in-port-list et.1.1

Destination filter: No one from the engineering group (port et.1.1) should be allowed to access the
finance server. All traffic destined to the finance server's MAC will be dropped.

filters add address-filter name finance dest-mac AABBCC:DDEEFF vlan 1 in-port-list et.1.1

Flow filter: Only the consultant isrestricted access to one of the finance file servers. Note that port
et.1.1 should be operating in flow-bridging mode for this filter to work.

filters add address-filter name consult-to-finance source-mac 001122:334455 dest-mac
AABBCC:DDEEFF vlan 1 in-port-list et.1.1

Satic Entries Example

Source static entry: The consultant is only allowed to access the engineering file servers on port
et.1.2.

filters add static-entry name consultant source-mac 001122:334455 vlan 1 in-port-list et.1.1 out-port-list
et.1.2 restriction allow
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Destination static entry: Restrict “login multicasts’ originating from the engineering segment
(port et.1.1) from reaching the finance servers.

filters add static-entry name | ogin-mcasts dest-mac 010000:334455 vlan 1 in-port-list et.1.1 out-port-list
et.1.3 restriction disallow

or

filters add static-entry name | ogin-mcasts dest-mac 010000:334455 vlan 1 in-port-list et.1.1 out-port-list
et.1.2 restriction allow

Flow static entry: Restrict “login multicasts’ originating from the consultant from reaching the
finance servers.

filters add static-entry name consult-to-mcasts source-mac 001122: 334455 dest-mac 010000:334455 vlian 1
in-port-list et.1.1 out-port-list et.1.3 restriction disallow

Port-to-Address L ock Examples

You have configured some filters for the consultant on port et.1.1 If the consultant plugs his laptop
into a different port, he will bypass the filters. To lock him to port et.1.1, use the following
command:

filters add port-address-lock hame consultant source-mac 001122:334455 vlan 1 in-port-list et.1.1

Note: If the consultant’'s MAC is detected on a different port, al of itstraffic will be blocked.

Example 2: Secure Ports

Source secure port: To block all engineers on port 1 from accessing all other ports, enter the
following command:

filters add secure-port name engineers direction source vian 1
in-port-list et.1.1

To allow ONLY the engineering manager access to the engineering servers, you must “punch” a
hole through the secure-port wall. A “ source static-entry” overrides a*“ source secure port”.

filters add static-entry name eng-mgr source-mac 080060:123456 vlan 1 in-port-list et.1.1 out-port-list
et.1.2 restriction allow
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Destination secure port: To block accessto all file servers on all ports from port et.1.1 use the
following command:

filters add secure-port name engineers direction dest vian 1
in-port-list et.1.1

To allow all engineers access to the engineering servers, you must “punch” a hole through the
secure-port wall. A “dest static-entry” overrides a*dest secure port”.

filters add static-entry name eng-server dest-mac 080060:abcdef vian 1 in-port-list et.1.1 out-port-list et.1.2
restriction allow

L ayer-3 Security Controls

Access Control Lists (ACLYS)

Access Control Lists (ACLs) allow you to restrict Layer-3/4 traffic going through the XP. Each
ACL consists of one or more rules describing a particular type of IP or IPX traffic. An ACL can be
simple, consisting of only onerule, or complicated with many rules. Each rule tells the router to
either permit or deny the packet that matches the rule's packet description.

For information about defining and using ACL s on the XP, see Access Control List Configuration
Guide on page 305.

Rate Limiting

This configuration mode command allows the X-Pedition to set limits on the amount of traffic any
port, interface, or vlan can receive.

Features Available

There arefive different kinds of rate limiting: per flow rate limiting, aggregate rate limiting, port-
based rate limiting, flow aggregate rate limiting, and vlan rate limiting (L4-Bridging must be
enabled for vlan rate limiting). Per flow and aggregate rate limiting have flows defined through a
policy ACL—vlan and port-based rate limiting do not. For a more in-depth description of the
various kinds of rate limiting, refer to Limiting Traffic Rate on page 368.

Note: Therearetwo rate limiting modes that can be set where appropriate: per flow (the default)
and aggregate.

A big problem in security today is Denial of Service or DoS. DoS attacks are used to prevent

normal operation of network hardware and end systems. DoS packets attempt to congest a network
and render it useless. The XP isresistant to many of these attacks, but some attacks may still cause

Enterasys X-Pedition User Reference Manual 343



Layer-3 Security Controls

problems—even attack packets being handled by a flow. By using rate limiting, traffic (good or
bad) can be handled appropriately and network performance maintained.

Configuration

Therate limiting commands are available in configuration mode. If you know what kinds of traffic
loads the X P can expect, you can configure the X P with rate limiting. Rate limiting can be applied

to the following:
e A setof ports
« Aflow

e A setof flows (aggregate)

* Avlan (L4-Bridging must be enabled for vlan rate limiting)

To configure rate limiting policies, enter the following commands while in configuration mode:

Enable aggregate rate limiting mode on
the XP.

system enable aggregate-rate-limiting

Define a per-flow rate limit policy.

rate-limit <name> input acl <acl list> rate
<number> exceed-action drop-packets
set-priority-low| set-priority-medium| set-
priority-high [sequence <number>]|

[bur st-compensating]

Apply aper-flow rate limit profile to an
interface.

rate-limit <name> apply interface <interface>|
all

Define a port rate limit policy to limit
incoming traffic on a port.

rate-limit <name> port-level input

port <port list> rate <num> [drop-packets|
no-action| lower-priority|

lower -priority-except-control|
tos-precedence-rewrite <num> |
tos-precedence-rewrite-lower-priority <num>]

Define a port rate limit policy to limit
outgoing traffic on a port.

rate-limit <name> port-level output
port <port list> rate <num> drop-packets

Specify that control traffic is not subject
to output port rate limiting.

rate-limit <name> port-level slot <num>
ignore-control-priority

Define an aggregate rate limit policy.

rate-limit <name> aggregate acl <acl list> rate
<num> [drop-packets| no-action| lower-priority|
lower-priority-except-control| tos-precedence-
rewrite <num>| tos-precedence-rewrite-lower-
priority <num>] [allocate-resources-during-
apply| allocate-resour ces-during-traffic]|

[bur st-compensating]
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Apply an aggregate rate limit policy to an
interface.

rate-limit <name> apply interface <interface>|
all

Define avlan rate limiting policy to limit
incoming traffic on avlan.

rate-limit <name> vlan <name> port <port
list>] all-portsdestport <port list> |all-ports
rate <num> exceed-action drop-packets| set-
priority-low| set-priority-medium|
set-priority-high [burst-compensating]

Define avlan rate limiting policy to limit
outgoing traffic on a port belonging to a
specific vlan.

rate-limit <name> vlan <name>

port <port list>| all-ports destport <port list>|
all-portsrate <num> exceed-action drop-
packets| set-priority-low| set-priority-mediumi|
set-priority-high [burst-compensating]

Show rate limit policy information.

rate-limit show [all] |[policy-type flow-policies|
flow-aggr egate-policies| aggregate-palicies|
portlevel-policiesjall]|[policy-name
<name>]|[interface<interface>]|[port-level port
<port list> [all-port] | [port-level policy-name
<name>]|[rate-limiting-mode]

Note: The XPwill display VLAN and interface names up to 32 charactersin length.
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Sample configuration: Per-Flow Rate Limiting

X-Pedition

et.2.1 et.1.1 et.1.2

Consider the following configuration. Traffic from two interfaces, ipNetl with ip address
10.10.10.10 and ipNet2 with I P address 20.20.20.20, will have their packet priority lowered if they
exceed 10Mbs for each flow:

vlan create netlip

vlan create outNet ip

vlan create net2 ip

vlan add ports et.1.1 to netl

vlan add ports €t.1.2 to net2

vlan add ports €t.2.1 to outNet

interface create ip ipNetl vlian net1 address-netmask 10.10.10.10/8

interface create ip ipNet2 vlian net2 address-netmask 20.20.20.20/8

interface create ip ipOutNet vian outNet address-netmask 30.30.30.30/8

acl netlAcl permitip 10.1.1.1

acl net2Acl permitip 20.2.2.2

rate-limit rINet1 input acl net1Acl rate 10000000 exceed-action set-priority-low
rate-limit rINet2 input acl net2Acl rate 10000000 exceed-action set-priority-low
rate-limit rINet1 apply interface ipNetl

rate-limit rINet2 apply interface ipNet2
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Output
If the XP successfully creates arate-limiting policy, an %RL-1-CREATED message will appear.
Additionally, %RL-1-INTERFACE messages will appear if the rate [imit needs to be applied. The
messages displayed for the commands in the previous example are as follows:
%V LAN-I-CREATED, VLAN netl created with VLAN ID 2. To add portsto the VLAN, use the “vlan add
ports” command.
%V LAN-I-CREATED, VLAN outNet created with VLAN ID 3. To add portsto the VLAN, use the “vlan
add ports’ command.
%V LAN-I-CREATED, VLAN net2 created with VLAN ID 4. To add portsto the VLAN, use the “vlan add
ports” command.
%VLAN-I-ADDSUCCESS, 1 port et.1.1 successfully added to VLAN netl
%V LAN-I-ADDSUCCESS, 1 port et.1.2 successfully added to VLAN net2
%V LAN-I-ADDSUCCESS, 1 port et.2.1 successfully added to VLAN outNet
%I NTERFACE-I-CREATEDIF, Interface ipNet1 was successfully created.
%I NTERFACE-I-CREATEDIF, Interface ipNet2 was successfully created.
%I NTERFACE-I-CREATEDIF, Interface ipOutNet was successfully created.
%RL-1-CREATED, Rate limit policy 'rINet1' has been successfully created for ACL(S) 'net1Acl'
%RL-1-CREATED, Rate limit policy 'rINet2' has been successfully created for ACL(S) 'net2Acl’
%RL-1-INTERFACE, Rate limit policy 'rINet1' has been successfully attached to ipNetl' interface
%RL-1-INTERFACE, Rate limit policy 'rINet2' has been successfully attached to ipNet2' interface
Diagrams
None.
Enable/ Disable

To disable arate limiting policy, remove it from the active configuration.

Broadcast M onitor

The configuration mode command bmon, broadcast monitor, is used to limit the amount of
unlearned traffic the X P has for any given port.

Features Available

Bmon is basically asimple version of rate limiting. While, rate limiting can manage any traffic,
bmon manages only unlearned traffic. Bmon can be used on individua ports only, and when the
specified rate is exceeded, bmon can shut down the monitored port or redirect the unlearned traffic
to another port.

Like rate limiting, bmon protects the CPU from being bogged down in traffic. Thisis especially

useful with DoS attacks. DoS, Denial of Service, attacks are often used to keep network hardware
and end systems so busy that they can’t process valid traffic. While setting up flow helps alleviate
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this problem on the XP, if the CPU has to process traffic the router can till be rendered unusable.
Bmon helps with this problem.

Configuration

The bmon commands are available in configuration mode. If you expect alow or moderate level of
unlearned traffic on one of the XP's ports, you can configure the port with bmon. Bmon appliesto
ports only.

There are some things to be aware of when using bmon’s redirect option:
e A port cannot be redirected to itself.

e A port cannot be redirected to multiple ports; however, multiple ports can be set to redirect to
the same port.

»  The port receiving the redirected traffic must be able to handle such aload.

To configure broadcast monitors, enter the following commands whilein configuration mode:

Configure and attach a broadcast monitor | port bmon <portlist> [rate<number>] [duration
on a set of ports. <number>] [shutdown <number>] [packet-
limited all | broadcast]

[redirect <port>] [unlimited-redirect <port>]

Sample configuration: Monitor All Unlearned Traffic

X-Pedition

et.2.1 et.1.1 et.1.2

The following command will redirect unlearned traffic for portset.1.1 and et.1.2 to port et.2.1 after
the unlearned traffic rate reaches 2 Kpkts/sec for 30 sec. The traffic will be redirected for the
default time of 5 min.

port bmon et.1.1-2 redirect et.2.1 rate 2 duration 30 packets-limited all
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Output
When you enter abmon command , no message displays. However, when you redirect a port or a
port redirection expires, a %SY S-I-CPL_PORTRD or %SY S-1-CPL_PORTNRD message appears
respectively. If traffic conditions bring a port down, a %SY S-I-CPL_PORTDN message will
appear. When the port resumes operation, a %SY S-1-CPL_PORTUP message will appear.
Diagrams
None.
Enable/ Disable

To disable bmon commands, remove them from the active configuration.

Port Mirroring

The port mirroring facility, available in configuration mode, allows the XP to duplicate traffic
between ports. For additional information, see Configuring the XP for Port Mirroring on page 379.

Features Available

A port mirror can be used to duplicate traffic from a single port to another single port, asingle port
to multiple ports, multiple ports to a single port, or multiple ports to multiple ports. You may also
use the Port Mirroring facility in conjunction with an ACL. When you set up amirror for traffic
coming into the X P that matches a specific ACL, the XP mirrors the traffic out to one or more

ports.

Note:  The XP supports port mirroring, ACL, and Layer-2 filtering on a per-WAN-card basis, not
aper-port basis.

By itself, port mirroring doesn't protect the X-Pedition from intrusion; however, it is very useful
when you work in conjunction with an IDS (Intrusion Detection System) such as Enterasys Dragon
Sensor. The X-Pedition can mirror traffic to an IDS and the IDS can perform more sophisticated,
customized processing of the packets without inhibiting the X-Pedition's performance—if it finds a
suspicious packet, the IDS can alert the system administrator. Most security systems have some
way to communicate with routers to neutralize any potential threats (e.g., the Dragon Sensor uses
SNMP to communicate with the X -Pedition). Refer to the Enterasys web site for more information
on the Dragon Sensor and other security offerings.

Configuration

If you want to duplicate traffic between ports, you may want set up a port mirror with the mirroring
commands (available in configuration mode). Since you may use a port only oncein asingle
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mirror, you may not use a port in multiple mirrors or set it to mirror itself. Additionally, since the
mirror administratively takes down destination portsin a port mirror, you cannot use them in smart
trunks, ACLs, etc. You can apply mirrors to the following:

e A setof ports

* AnACL

To configure port mirrors, enter the following commands while in configuration mode:

Specify portsto be mirrored out another set of
ports.

port mirroring dst-ports <port-list> src-
ports <port-list>

Specify an ACL to be mirrored out the
designated ports.

port mirroring dst-ports <port-list> src-acl
<acl-name>

Sample configurations

350

Example 1: Oneto Many Mirror

X-Pedition

et.1.1 et.2.1

et.2.2 €t.2.3

Port et.1.1 is being mirrored out 3 ports, €t.2.1, €t.2.2 and €t.2.3.

port mirroring dst-ports et.2.(1-3) src-portset.1.1
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Example 2: Many To One Mirror
X-Pedition

etll  etl2  etl3  gill

Portset.1.1, et.1.2 and et.1.3 are being mirrored out gi.1.1

port mirroring dst-ports gi.1.1 src-ports et.1.(1-3)

Example 3: ACL Mirror

All traffic coming into the X-Pedition matching the ACL, inNet, will be sent out port gi.1.1. For
information on configuring ACL s see Access Control List Configuration Guide on page 305.

port mirroring dst-ports gi.1.1 src-acl inNet

Output
If the X-Pedition creates amirror successfully, it will print a message to the console. The message
for example 1 would be as follows:;
MIRRORING-I-MIRROR_INFO, Mirroring on ports et.2.1 et.2.2 et.2.3 for et.1.1 is enabled
Diagrams
None.
Enable/ Disable

To disable a port mirror, remove it or comment it out of the active configuration.
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L ayer-4 Bridging and Filtering

Layer-4 bridging isthe XP's ahility to use layer-3/4 information to perform filtering or QoS during
bridging. As described in Layer-2 Security Filters on page 337, you can configure ports to filter
traffic using MAC addresses. Layer-4 bridging adds the ability to use | P addresses, layer-4 protocol
type, and port number to filter traffic in a bridged network. Layer-4 bridging allows you to apply
security filterson a“flat” network, where the client and server may reside on the same subnet.

Note: Portsincluded in alayer-4 bridging VLAN must reside on updated XP hardware. Layer-4
bridging will prematurely age out on cards that use GMAC or OCMAC chipsets.

Toillustrate this, the following diagram shows an XP serving as a bridge for a consultant host, file
server, and an engineering host, all of which reside on a single subnet.

XP
et.1.1 et.1.2 et.1.3
Consultant File Server Engineer

1.1.1.124 11.1.2/24 1.1.1.3/24

Figure 27. Sample VLAN for Layer-4 bridging

You may want to allow the consultant accessto the file server for e-mail (SMTP) traffic, but not for
Web (HTTP) traffic and allow e-mail, Web, and FTP traffic between the engineer and the file
server. You can use Layer-4 bridging to set this up.

Setting up Layer-4 bridging consists of the following steps:
e Creating aport-based VLAN

e Placing the ports on the same VLAN

» Enabling Layer-4 Bridging on the VLAN

e Creating an ACL that specifies the selection criteria

e Applying an ACL to aport

Creating a Port-Based VL AN for Layer-4 Bridging

The portsto be used in Layer-4 Bridging must all be on the same VLAN. To create a port-based
VLAN, enter the following command in Configure mode:

Create a port-based VLAN. vlan create <vlan-name> port-based id <num>
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Note: The XPwill display VLAN names up to 32 charactersin length.

For example, to create a port-based VLAN called “blue” with an ID of 21, enter the following
command in Configure Mode:

xp(config)# vlan create blue port-based id 21

Placing the Ports on the Same VLAN

Onceyou create a VLAN for the ports you will usein layer-4 bridging, add the portsto the VLAN
by entering the following command in Configure Mode:

Add portstoaVLAN. vlan add ports <port-list> to <vlan-name>

Note: The XPwill display VLAN names up to 32 charactersin length.

To add the portsin the example in Figure 27 on page 352 to the blue VLAN, enter the following
command:

xp(config)# vlan add portset.1.1,et.1.2,et.1.3to blue

Enabling Layer-4 Bridging on the VLAN

After you add the portsto the VLAN, enable Layer-4 Bridging on the VLAN by entering the
following command in Configure Mode:.

Enable Layer-4 bridging. vlan enable 14-bridging on <vlan-name>

Note:  The XPwill display VLAN names up to 32 charactersin length.

For example, to enable Layer-4 Bridging on the blue VLAN:

xp(config)# vlan enable |4-bridging on blue
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Creating ACL sto Specify Selection Criteriafor Layer-4 Bridging

Access control lists (ACLSs) specify the kind of filtering to be done for Layer-4 Bridging.

In the examplein Figure 27 on page 352, to allow the consultants access to the file server for e-mail
(SMTP) traffic, but not for Web (HTTP) traffic — and allow e-mail, Web, and FTP traffic between
the engineers and the file server, you would create ACL s that allow only SMTP traffic on the port
to which the consultants are connected and allow SMTP, HTTP, and FTP traffic on the portsto
which the engineers are connected.

The following is an example:

acl 100 permit ip any any smtp
acl 100 deny ip any any http

acl 200 permit any any smtp
acl 200 permit any any http
acl 200 permit any any ftp

ACL 100 explicitly permits SMTP traffic and denies HTTP traffic. Note that because of the
implicit deny rule appended to the end of the ACL, all traffic (not just HTTP traffic) other than
SMTPis denied.

ACL 200 explicitly permits SMTPR, HTTP, and FTP traffic. Theimplicit deny rule denies any other
traffic. See Creating and Modifying ACLs on page 310 for more information on defining ACLSs.

Applying a Layer-4 Bridging ACL to a Port

354

Finally, you apply the ACLsto the portsin the VLAN. To do this, enter the following command in
Configure Mode:

Apply aLayer-4 bridging ACL to a port acl <name> apply port <port-list>

For the example in Figure 27 on page 352, to apply ACL 100 (which denies all traffic except
SMTP) to the consultant port:

xp(config)# acl 100 apply port et.1.1 output

To apply ACL 200 (which denies al traffic except SMTP, HTTP, and FTP) to the engineer port:

xp(config)# acl 200 apply port et.1.3 output
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Notes

Layer-4 Bridging works for 1P and IPX traffic only. The XP will drop non-1P/IPX traffic on a
Layer-4 Bridging VLAN. For Appletalk and DECnet packets, awarning is issued before the
first packet is dropped.

If you use a SmartTRUNK in awith Layer-4 Bridging VLAN, the XP maintains the packet
order on aper-flow basis, rather than per-MAC pair. This meansthat for traffic betweenaMAC
pair consisting of more than one flow, the packets may be disordered if they go through a
SmartTRUNK. For traffic that doesn’t go through a SmartTRUNK, the per-MAC pair packet
order is kept.

ACLs applied to a network interface (as opposed to a port) do not have an effect on Layer-4
Bridged traffic, even though the interface may include ports used in Layer-4 Bridging.

When you use an SNMP MIB to create aVVLAN, Layer-4 Bridging is auto-enabled.
If you use Q MIB to add ports on line cards, Layer-4 Bridging will be disabled.
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Chapter 24

QoS Configuration
Guide

QoS, Layer-2, Layer-3, and Layer-4 Flow Overview

The XP alows network managers to identify traffic and set Quality of Service (QoS) policies
without compromising wire speed performance. The X P can guarantee bandwidth on an application
by application basis, thus accommodating high-priority traffic even during peak periods of usage.
QoS policies can be broad enough to encompass all the applicationsin the network, or relate
specifically to a single host-to-host application flow.

The XP provides four different features to satisfy QoS requirements:

» Traffic prioritization alows network administrators to identify and segregate mission-critical
network traffic into different priority queues from non-critical network traffic. Once a packet
has been identified, it can be assigned into any one of four priority queuesin order to ensure
delivery. Priority can be allocated based on any combination of Layer-2, Layer-3, or Layer-4
traffic.

*  Weighted Random Early Detection (WRED) alleviatestraffic congestion by randomly dropping
packets before the queue becomes completely flooded. WRED should only be applied to TCP
traffic.

»  Typeof Service (ToS) rewrite provides network administrators access to the ToS octet in an IP
packet. The ToS octet is designed to provide feedback to the upper layer application. The
administrator can “mark” packets using the ToS rewrite feature so that the application (arouting
protocol, for example) can handle the packet based on a predefined mechanism.

«  Trafficratelimiting provides network administratorswith toolsto manage bandwidth resources.
The administrator can create an upper limit for atraffic profile, which is based on Layer-3 or
Layer-4 information. Traffic that exceeds the upper limit of the profile can either be dropped or
re-prioritized into another priority queue.
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Within the XP, QoS policies are used to classify Layer-2, Layer-3, and Layer-4 traffic into the
following priority queues (in order from highest priority to lowest):

e Contral (for router control traffic; the remaining classes are for normal data flows)

e High
e  Medium
e Low

Separate buffer space is allocated to each of these four priority queues. By default, buffered traffic
in higher priority queuesisforwarded ahead of pending traffic in lower priority queues (thisisthe
strict priority queuing policy). During heavy loads, low-priority traffic can be dropped to preserve
the throughput of the higher-priority traffic. This ensuresthat critical traffic will reach its
destination even if the exit ports for the traffic are experiencing greater-than-maximum utilization.
To prevent low-priority traffic from waiting indefinitely as higher-priority traffic is sent, you can
apply the weighted fair queuing (WFQ) queuing policy to set aminimum bandwidth for each class.
You can also apply weighted random early detection (WRED) to keep congestion of TCP traffic
under control.

Queuing Policies

You can use one of two queuing policies on the XP;

e Strict priority: Assuresthehigher prioritiesof throughput but at the expense of lower priorities.
For example, during heavy loads, low-priority traffic can be dropped to preserve throughput of
control-priority traffic, and so on.

* Weighted fair queuing: Distributes priority throughput among the four priorities (control,
high, medium, and low) based on percentages.

You can set the queuing policy on a per-port basis. The default queuing policy is strict priority.

Layer-2, Layer-3, and L ayer-4 Flow Specification

Layer-2

358

In the XP, traffic classification is accomplished by mapping Layer-2, -3, or -4 traffic to one of the
four priorities. Each traffic classification istreated asan individual traffic flow inthe XP. The flows
specify the contents of these fields. If you do not enter avalue for afield, awildcard value (all
values acceptable) is assumed for the field.

For Layer-2 traffic, you can define aflow based on the following:

*  MAC packet header fields, including source MAC address, destination MAC address and
VLAN IDs. A list of incoming ports can also be specified.

Enterasys X-Pedition User Reference Manual



Traffic Prioritization

Layer-3

Layer-4

For Layer-3 (1P and IPX) traffic you can define flows, blueprints, or templates of 1P and |PX packet
headers.

e ThelPfields are source IP address, destination | P address, UDP/TCP source port, UDP/TCP
destination port, TOS (Type of Service), transport protocol (TCP or UDP), and alist of
incoming interfaces.

* ThelPX fields are source network, source node, destination network, destination node, source
port, destination port, and alist of incoming interfaces.

Precedencefor Layer-3 Flows

A precedence from 1 - 7 is associated with each field in aflow. The XP uses the precedence value
associated with the fields to break tiesif packets match more than one flow. The highest precedence
is1 and the lowest is 7. Here is the default precedence of the fields:

» |P: destination port (1), destination | P address (2), source port (3), source |P address (4),
TOS (5), interface (6), protocol (7)

e |PX: destination network (1), source network (2), destination node (3), source node (4),
destination port (5), source port (6), interface (7)

Use the qos precedence ip and qos precedence ipx commands to change the default precedence.

For Layer-4 traffic, you can define a flow based on source/destination TCP/UDP port number in
addition to Layer-3 source/destination |P address.

Traffic Prioritization

Layer-2 Flows

QoS policies applied to layer-2 flows allow you to assign priorities based on source and destination
MAC addresses. A QoS policy set for alayer-2 flow alows you to classify the priority of traffic
from:

* A gpecific source MAC address to a specific destination MAC address (use only when the port
isin flow bridging mode)

» Any source MAC addressto a specific destination MAC address
Before applying a QoS policy to alayer-2 flow, you must first determine whether aportisin

address-bridging mode or flow-bridging mode. If a port operates in address-bridging mode
(default), you can specify the priority based on the destination MAC addressand aVLAN ID. You
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can also specify alist of portsto apply the policy. If a port operates in flow-bridging mode, you can
be more specific and configure priorities for frames that match both a source AND a destination
MAC addressand aVVLAN ID. You can also specify alist of portsto apply the policy.

The VLAN ID in the QoS configuration must match the VLAN ID assigned to the list of portsto
which the QoS policy isapplied. In aLayer-2 only configuration, each port has only one VLAN ID
associated with it and the QoS policy should have the same VLAN ID. When different VLANs are
assigned to the same port using different protocol VLANS, the layer-2 QoS policy must match the
VLAN ID of the protocol VLAN.

Note: Inflow mode, you can also ignore the source MAC address and configure the priority
based on the destination MAC address only.

Configuring Layer-2 QoS

When applying QoS to a Layer-2 flow, priority can be assigned as follows:
e Theframe gets assigned a priority within the switch. Select “low,” medium, high or control.”

» Theframe gets assigned a priority within the switch, AND if the exit ports are VLAN trunk
ports, the frameis assigned an 802.1Q priority. Select anumber from0to 7.

Note: A packet entering a Q-trunk has an 802.1Q header containing a priority field. Typically,
users can change the 802.1Q priority using the qos set 12 commands. However, current
hardware restrictions ignore any request to overwrite the packet’s priority—the packet
simply replicates at the exit port and continues with its original priority.

To set a QoS priority on alayer-2 flow, enter the following command in Configure mode:

Set aLayer-2 QoS qos set 12 name <name> sour ce-mac < MACaddr>

policy. dest-mac <MACaddr> vlan <vlanID>
in-port-list <port-list> priority control|high|medium|low|<trunk-
priority>

802.1p Priority Mapping

The following table shows the default mapping of 802.1p class of service (CoS) valuesto internal
priorities for frames that are received on a port on the XP:

Table 12: Default Priority Map

802.1p CoS Internal Priority
Values Queue
01 Low
2,3 Medium
4,5 High
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Table 12: Default Priority Map

802.1p CoS Internal Priority
Values Queue
6,7 Control

You can create one or more priority maps that are different from the default priority map and then
apply these maps to some or al ports of the XP. The new priority mapping replaces the default
mappings for those ports to which they are applied.

Creating and Applying a New Priority Map

To specify apriority map on aper-port basis, enter the following commands in Configure mode:

Create anew priority gos create priority-map <name> <CoS number>
mapping. control [highjmedium|low

Apply new priority qos apply priority-map <name> ports <port-list>
mapping to ports.

For example, the following command creates the priority map “al-low” which maps all 802.1p
prioritiesto the “low” internal priority queue:

gos create priority-map all-low O low 1 low 2 low 3 low 4 low 5 low 6 low 7 low

Once a priority map is created, it can then be applied to a set of ports, as shown in the following
example:

gos apply priority-map al-low portset.1.1-4, gi.4.*

In the above example, ports et.1.1-4 and ports gi.4.* will use the “all-low” priority map. All other
ports, including ports et.1.5-8, will use the default priority map.

You do not need to specify mappings for all 802.1p values. If you do not specify a particular
mapping, the default mapping for that 802.1p priority is used. The following example creates a
priority map “no-ctrl” with the same mappings as the default priority map, except that the 802.1p
priority of 7 is mapped to theinternal priority “high” instead of “control.”

gos create priority-map no-ctrl 7 high

Removing or Disabling Per-Port Priority Map
Negating a qos create priority-map command removes the priority map. (Before you can remove

apriority map, you must negate all commands that use the priority map.) Negating aqos apply
priority-map command causes the configured ports to use the default priority mapping.
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The ability to specify per-port priority mapsisenabled on the XP by default. You can disable use of
per-port priority maps on the XP; all ports on the XP will then be configured to use the default
priority map only. If the commands to create and apply priority maps exist in the active
configuration, they will remain in the configuration but be ineffective.

To disable the use of priority maps, enter the following command in Configure mode:

Disable use of per-port | qospriority-map off
priority maps on the
XP.

If the above command is negated, ports on the XP can use per-port priority maps. If the commands
to create and apply priority maps exist in the active configuration, they are reapplied.
Displaying Priority Map Information

To display priority maps and the ports on which they are applied, enter the following command in
Enable mode:

Display priority gos show priority-map <name>|all
mapping.

Layer-3 & Layer-4 Flows

QoS policies applied at layer-3 and 4 allow you to assign priorities based on specific fieldsin the IP
and IPX headers. You can set QoS policies for IP flows based on source | P address, destination |P
address, source TCP/UDP port, destination TCP/UDP port, type of service (TOS) and transport
protocol (TCP or UCP). You can set QoS policies for IPX flows based on source network, source
node, destination network, destination node, source port and destination port. A QoS policy set on
an IPor IPX flow alows you to classify the priority of traffic based on:

e Layer-3 source-destination flows
»  Layer-4 source-destination flows

e Layer-4 application flows

Configuring I P QoS Palicies

To configure an |P QoS policy, perform the following tasks:
1. ldentify the Layer-3 or Layer-4 flow and set the IP QoS policy.
2. Specify the precedence for the fields within an P flow.
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Setting an | P QoS Policy

To set a QoS policy on an IP traffic flow, enter the following command in Configure mode:

Set an IP QoS policy. gos set ip <name> <priority> <srcaddr/mask>|any
<dstaddr/mask>|any <srcport>|any <dstport>|any <tos>|any
<port list>[<interface-list>|any <protocol>|any <tos-

mask> |any <tos-precedence-rewrite>|any <tos-rewrite>|any

For example, the following command assigns control priority to any traffic coming from the
10.10.11.0 network:

xp(config)# qos set ip xyz control 10.10.11.0/24

Specifying Precedence for an | P QoS Policy

To specify the precedence for an IP QoS policy, enter the following command in Configure mode:

Specify precedence for an gosprecedenceip [sip <num>] [dip <num>] [srcport <num>]
IP QoS policy. [destport <num>]
[tos <num>] [protocol <num>] [intf <num>]

Configuring IPX QoS Policies
To configure an IPX QoS policy, perform the following tasks:
1. ldentify the Layer-3 or Layer-4 flow, and set the IPX QoS palicy.
2. Specify the precedence for the fields within an IPX flow.
Setting an | PX QoS Policy

To set aQoS policy on an IPX traffic flow, enter the following command in Configure mode:

Set an IPX QoS poalicy. gos set ipx <name> <priority> <srcnet>Jany <srcmask>|any
<srcport>jany <dstnet>|any <dstmask> |any
<dstport>|any <port list>|<interface-list>|any

Specifying Precedence for an IPX QoS Policy

To specify the precedence for an IPX QoS policy, enter the following command in Configure mode:

Specify precedence for an gos precedence ipx [srcnet <num>]

IPX QoS policy. [srenode <num>] [sreport <nunm>|
[dstnet <num>] [dstnode <nunm>]
[dstport <num>] [intf <num>]
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Configuring the XP Queuing Policy

The XP queuing policy is set on a system-wide basis. The XP default queuing policy is strict
priority. To change the queuing policy to weighted-fair queuing on the XP, enter the following

command in Configure mode:

Set queuing policy to weighted-
fair.

gos set queuing-policy weighted-fair port <port list>|all-ports
input <slot num> |all-modules

If you want to revert the XP queuing policy from weighted-fair to strict priority (default), enter the
following command in Configure mode:

Revert the XP queuing policy to
strict priority.

negate <line within active-configuration containing qos set
queuing-policy weighted-fair>

Allocating Bandwidth for a Weighted-Fair Queuing Policy

If you enable the weighted-fair queuing policy on the XP, you can allocate bandwidth for the
gueues on the XP. To allocate bandwidth for each XP queue, enter the following command in

Configure mode:

Allocate bandwidth for a
weighted-fair queuing policy.

gos set weighted-fair control <percentage>

high <percentage> medium < percentage>

low <percentage> port <port list>|all-portsinput <slot
num> |all-modules

Weighted Random Early Detection (WRED)

Random Early Detection (WRED) alleviates traffic congestion issues by selectively dropping
packets before the queue becomes completely flooded. WRED parameters allow you to set
conditions and limits for dropping packets in the queue.

To enable WRED on input queues of specific ports, enter the following command in Configure

mode:

Enable WRED on input or
output queue of specified ports.

goswred input [port <port list>|all-ports][queue
control|high|medium|low]
[exponential-weighting-constant <num>]
[min-queue-threshold <num>][max-queue-threshold
<nun>][mar k-prob-denominator nuM™>|
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ToS Rewrite

In the Internet, | P packets that use different paths are subject to delays, as there islittle inherent
knowledge of how to optimize the paths for different packets from different applications or users.
The IP protocol actually provides afacility, which has been part of the IP specification since the
protocol’s inception, for an application or upper-layer protocol to specify how a packet should be
handled. Thisfacility is called the Type of Service (ToS) octet.

The ToS octet part of the I P specification, however, has not been widely employed in the past. The
IETF islooking into using the ToS octet to help resolve | P quality problems. Some newer routing
protocols, like OSPF and |S-IS, are designed to be able to examine the ToS octet and calculate
routes based on the type of service.

The ToS octet in the | P datagram header consists of three fields:

7 6 5 4 3 2 1 0
Precedence ToS MBZ
Most Significant Bit Least Significant Bit

»  Thethree-hit Precedence field is used to indicate the priority of the datagram.

» Thefour-bit ToSfield is used to indicate trade-offs between throughput, delay, reliability, and
cost.

*  Theone-bit “must be zero” (MBZ) field isnot currently used. (Inthe XP configuration, thereis
no restriction on this bit and it isincluded as part of the ToSfield.)

For example, setting the ToS field to 0010 specifies that a packet will be routed on the most reliable
paths. Setting the ToS field to 1000 specifies that a packet will be routed on the paths with the least
delay. (Refer to RFC 1349 for the specification of the ToS field value.)

With the ToS rewrite command, you can access the value in the ToS octet (which includes both the
Precedence and ToS fields) in each packet. The upper-layer application can then decide how to
handl e the packet, based on either the Precedence or the ToS field or both fields. For example, you
can configure arouter to forward packets using different paths, based on the ToS octet. You can
also change the path for specific applications and users by changing the Precedence and/or ToS
fields.

Note: In RFC 2574, the IETF redefined the ToS octet as the “DiffServ” byte. You will still be
able to use the ToS rewrite feature to implement Diff Serv when this standard is deployed.
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Configuring ToS Rewritefor | P Packets
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The ToS rewrite for | P packetsis set with the qos set command in Configure mode. You can define
the QoS policy based on any of the following IP fields: source IP address, destination | P address,
source port, destination port, ToS, port, or interface.

When an | P packet is received, the ToS field of the packet is ANDed with the <tos-mask> and the
resulting value is compared with the ANDed value of <tos> and <tos-mask> of the QoS policy. If
thevaluesare equal, the val ues of the <tos-rewrite> and <tos-precedence-rewrite> parameterswill
be written into the packet.

The <tos> and <tos-mask> parameters use values ranging from 0 to 255. They areused in
conjunction with each other to define which bit in the <tos> field of the packet is significant. The
<tos-precedence-rewrite> value ranges from 0 to 7 and is the value that is rewritten in the ToS
Precedencefield (thefirst three bits of the ToS octet). The <tos-rewrite> value ranges from 0 to 31
and isthe value that is rewritten in the ToS field (the last five bits of the ToS octet, which includes
both the ToS field and the MBZ hit).

7 6 5 4 3 2 1 0
Precedence ToS MBZ
<tos-precedence-rewrite> <tos-rewrite>
0-7 0-31

The ToS byte rewrite is part of the QoS priority classifier group. The entire ToS byte can be
rewritten or only the precedence part of the ToS byte can be rewritten. If you specify avalue for
<tos-precedence-rewrite>, then only the upper three bits of the ToS byte are changed. If you set
<tos-precedence-rewrite> to any and specify avalue for <tos-rewrite>, then the upper three bits
remain unchanged and the lower five bits are rewritten. If you specify values for both <tos-
precedence-rewrite> and <tos-rewrite>, then the upper three bits are rewritten to the <tos-
precedence-rewrite> value and the lower five bits are rewritten to the <tos-rewrite> value.

For example, the following command will rewrite the ToS Precedence field to 7 if the ToS
Precedence field of the incoming packet is 6:

xp(config)# qos set ip tosp6to7 low any any any any 222 any any 224 7

In the above example, the <tos> value of 222 (binary value 1101 1110) and the <tos-mask> value
of 224 (binary value 1110 0000) are ANDed together to specify the ToS Precedencefield value of 6
(binary value 110). Changing the value in the <tos-mask> parameter determines the bit in the ToS
octet field that will be examined.

The following example will rewrite the ToS Precedence and the ToS fields to 5 and 30 if the
incoming packet is from the 10.10.10.0/24 network with the ToS Precedence field set to 2 and the
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ToSfield set to 7. (In this example, the MBZ bit isincluded in the ToS field.) The figure below
shows how the parameter values are derived.

Incoming Packet: 0 1 0 0 0 1 1 1
ToS Precedence = 2 ToS=7
Mask (look at 1 1 1 1 1
all bits): ! ! !
Rewritten ToS byte
for 10.10.10.0/24
packet: 1 0 1 1 1 1 1 0

ToS Precedence=5

<tos>=71

<tos-mask> = 255

<tos-precedence-rewrite> =5

0/ <tos-rewrite> = 30
ToS=3

The <tos-mask> value determines the ToS bit to be examined, which is all eight bitsin this
example. The following command configures the ToS rewrite for the example:

xp(config)# qos set ip tos30to7 low 10.10.10.0/24 any any any 71 any any 2555 30

Monitoring QoS

The XP provides display of QoS statistics and configurations contained in the XP.

To display QoS information, enter the following commands in Enable mode:

Show all IP QoS flows.

gos show ip

Show al IPX QoS flows.

qos show ipx

Show all Layer-2 QoS flows.

gos show |12 all-destination all-flow
ports <port-list> vian <vlanlD> source-mac
<MACaddr> dest-mac <MACaddr>

Show RED parameters for each
port.

gos show red [input port <port-list>|all-ports][output port
<port-list>|all-ports|[port <port-list>|all-ports]

Show IP or IPX precedence values.

gos show precedence iplipx

Show WFQ bandwidth allocated
for each port.

gos show wfq [port <port-list> [all-ports|[input <slot

num>]jall-modules)]

Show priority mappings.

qos show priority-map all
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Limiting Traffic Rate

Note:  Some commandsin this facility require updated X P hardware. For a complete list of

hardware and the features they support, consult the Release Notes on the Enterasys
Networks web site: www.enter asys.com

Rate limiting provides the ability to control the usage of afundamental network resource,
bandwidth. It allows you to limit the rate of traffic (in bits per second) that flows through the
specified interfaces, thus reserving bandwidth for critical applications. The XP supports the
following types of rate limiting:

368

Per-flow Rate L imiting—Configure policiesthat limit individual flowsto aspecifiedrate. This
is the default rate limiting mode on the XP.

Aggregate RateLimiting—Configure policiesthat limit an aggregation of flows (all flowsthat
match an ACL) to a specified rate. For example, you can limit traffic to or from a particul ar
subnet. Since aggregate rate limiting is performed completely in hardware and must be enabled
on aper-line card basis—if you enable aggregate rate limiting on aline card, you cannot use
per-flow or flow-aggregate rate limiting with that card. Aggregate rate limiting mode also
allowsyou to configure port-level ratelimiting policiesthat limit traffic coming into aparticular
port. Thistype of policy can be used to limit any type of traffic.

Note: Aggregate rate limiting is supported on certain line cards only. Make sure the line
card supports hardware rate limiting—if the line card does not support aggregate rate
limiting, use software-based flow-aggregate rate limiting.

Software-Based Flow-Aggregate Rate Limiting—Configure policies that limit an
aggregation of flows (all flowsthat match an ACL) to aspecified rate. For example, limit traffic
to or from a particul ar subnet. Thistype of rate limiting is performed mostly in software.
However, forwarding of packetsis donein the hardware. Flow-aggregate rate limiting is
designed for use with line cards that do not support aggregate rate limiting.

Note:  Flow-Aggregate rate limiting (software-based) was implemented as a work-around
where aggregate rate limiting is not supported in the hardware. The difference
between flow-aggregate and aggregate rate limiting is that the allowable bandwidth is
distributed among the flows in the software—not the hardware. Flow-Aggregate rate
limiting allows you to rate limit the aggregation of flows when the hardware does not
support aggregate rate limiting.

Port-level Rate Limiting—Configure policies that limit traffic coming into a particular port.
Thistype of policy can be used to limit any type of traffic and is enabled on aper line card basis.
If you enable port-level rate limiting on aline card, you cannot use per-flow or flow-aggregate
rate limiting with that card.

VLAN Rate Limiting—Configure policies that limit traffic coming into aparticular VLAN.
Thistype of policy can be used to limit any type of traffic and is enabled on aper-VLAN basis.

Note: VLAN Rate limiting restricts traffic on a per-flow basis. For example, if you
configure the XP to limit the rate of traffic on a specified port and VLAN to 1Mbps,
rate limiting will restrict all flows on that port and VLAN to 1Mbps each. If 16 flows
reach the XP at arate equal to or exceeding 1Mbps, the maximum throughput will be
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16Mbps. With VLAN Rate limiting, the XP will not rate limit multicast and broadcast
traffic.

A traffic profile is used to define the traffic characteristics before an upper limit is assigned. The
traffic profileis created using an ACL, which can utilize any combination of the parameters
supported in IP ACL. A rate limiting policy can then be defined by using the ACL and traffic rate
limitations. You define the action to be taken on the traffic that exceeds the upper limit. For
example, dropping packets. Except for port rate limiting, the rate limiting policy isthen applied to a
logical IPinterface.

Rate limiting policies work in one direction only. That is, only the traffic coming into the interface
to which apolicy is applied will be subject to rate limiting (except for output port rate limiting
policies, which are applied to egress ports). If you need to rate limit incoming and outgoing traffic
to a network or subnet, create and apply separate policies to each interface.

Note:  You can configure a maximum of 24 port and aggregate rate limiting policies per XP line
card.

When rate limiting, certain cards are restricted to specific rates. Thel10/100, Gigabit, and FDDI
cards containing SIPP ASIC versions 2.0 and 2.1 are restricted to 1.5M—100M for 10/100 and
FDDI modules and 6M—1G for Gigabit modules.

Note: To display the version of the SIPP ASIC on the cards in your system, enter the system
show hardwar e ver bose command (in Enable mode) for each slot listed—the XP will
display locate the Service String line. The folowing two lines depict examples of these
strings (the SIPP version appearsin bold):

Service String: 4 G2.1 4 12.0 16 02.0 2
Service String: 90_G1.1 16 12.1 16 02.1 16

Bur st-Compensating

When you choose this option, the XP will invoke a different algorithm for calculating the rate limit
values used by the hardware. This algorithm is better at compensating for burst capacity—the
ability to maintain an average close to the specified rate, even with large bursts of traffic.

The XP uses a credit bucket bandwidth policing scheme to perform rate limiting. This policy
creates a credit bucket and time slice in the Input Packet Processor hardware and, for agiven rate
limit, calculates a credit bucket size to represent the amount of traffic that can pass through the
processor within a specific time period (i.e., the time slice value). When you specify the burst-
compensating option, the credit bucket and time dice values are cal culated to take into account
traffic spikes or bursts and to achieve an average that is as close as possible to the specified rate.
When the bucket is filled within the specified time slice, the XP will drop packets or change the
priority of the packets, depending on the exceed-action specified. Because the burst compensating
option allows you to create larger credit buckets and time slices, you can prevent constricting the
flow of rate-limited, bursty traffic.

Note: If you do not specify this option, rate-limiting will provide accurate results (to within
10-15%) for “smooth” traffic only (e.g., traffic created by atraffic generator). For
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example, if you use asmall credit bucket and alarge time slice, a burst of traffic can fill
the bucket and cause the XP to drop traffic (until the time slice expires and refreshes the
credit bucket). This can choke off the traffic rate. For bursty traffic such as FTP and most
traffic running on alive network, use the burst-compensating option.

Rate Limiting Modes
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Per-flow and flow-aggregate rate l[imiting are enabled on the XP by default. If you need to create
aggregate or input port-level rate limiting policies, you must enable the aggregate rate limiting
mode on each affected line card. When you enable aggregate rate limiting mode on aline card, you
cannot apply new per-flow or flow-aggregate rate limiting policies to interfaces on that card.

To enable aggregate or port-level rate limiting on aline card, enter the following command in
Configure mode:

system enable aggregate-rate-limiting slot

The rate limiting mode can be changed only if there are no existing rate limiting policies. For
example, before you can enable aggregate rate limiting on aline card, you need to delete any
existing per-flow or flow-aggregate rate limiting policies on that line card.

Note: To change therate limiting on the line card back to per-flow or flow-aggregate, negate the
above command.

When you enable Flow-Aggregate Rate-Limiting, the amount of traffic exiting a serial WAN port
running PPP may be significantly less than the specified rate-limit. Thisis due to a PPP
priority-queue overflow.

Note:  Towork around this problem, use the following commands to change the PPP priority
gueue depths on the seria port:

ppp define service <name> [low-priority-queue-depth| med-priority-queue-depth|
high-priority-queue-depth] <number>

ppp apply service <hame> ports <wan-port>

Example of Flow-Aggregate Rate Limiting

In the following example, traffic from the subnetwork 122.132.0.0/16 to the Internet will be rate
limited to 256 Kbps while traffic to the subnetwork will be rate limited to 64 Kbps.

acl custl permit ip any 122.132.0.0/16

acl custl permit ip 122.132.0.0/16 any

rate-limit cust1 flow-aggregate acl custl rate 256000 exceed-action drop-packets min-bandwidth 4000
rate-limit apply custl interface tonet

rate-limit cust1 flow-aggregate acl custl rate 64000 exceed-action drop-packets min-bandwidth 2000

rate-limit apply custl interface inl
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Per-Flow Rate Limiting

Use a per-flow rate limiting policy if anindividual traffic flow needsto be limited to a particular
rate. A single per-flow rate limiting policy can have multiple ACLs to define different traffic
profiles and traffic rate limitations. When there are multiple traffic profiles, a sequence number is
used to identify the order in which the profiles are applied.

Note:  Per-flow rate limiting is enabled on the XP by default. If you enable aggregate rate
limiting on a particular line card, you cannot apply per-flow rate limiting policiesfor ports

on that line card.

To define a per-flow rate limit policy and apply the policy to an interface, enter the following

commands in Configure mode:

Define a per-flow rate limit policy.

rate-limit <name> input acl <acl list>

rate <number> exceed-action drop-packets|
set-priority-low| set-priority-medium|
set-priority-high [sequence <number>]|
[bur st-compensating]

Apply aper-flow rate limit profileto an
interface.

rate-limit <name> apply interface
<interface>| all

Note:  You cannot use non-IP ACLs for per-flow rate limit policies.

Example of Per-Flow Rate Limiting

The following is an example of configuring per-flow rate limiting on the XP.

Backbone
€t.1.8

22.2.2/8

Router

11.1.18
et.1.1
ipclientl
ipclient2
et.1.2
3.3.3.3/8
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Traffic from two interfaces, ipclientl with |P address 1.2.2.2 and ipclient2 with IP address 3.1.1.1,
isrestricted to 10 Mbps for each flow with the following configuration:

vlan create clientl ip

vlan create backboneip

vlan create client2 ip

vlan add ports et.1.1 to clientl

vlan add ports et.1.2 to client2

vlan add ports et.1.8 to backbone

interface createip ipclientl vlan clientl address-netmask 1.1.1.1/8
interface create ip ipclient2 vlan client2 address-netmask 3.3.3.3/8
interface create ip backbone vlan backbone address-netmask 2.2.2.2/8

acl 100 permitip 1.2.2.2

acl 200 permitip 3.1.1.1

rate-limit clientl input acl 100 rate 10000000 exceed-action drop-packets
rate-limit client2 input acl 200 rate 10000000 exceed-action drop-packets
rate-limit clientl apply interface ipclientl

rate-limit client2 apply interface ipclient2

Aggregate Rate Limiting

Use an aggregate rate limiting policy if an aggregation of flows needs to be limited to a particular
rate. For example, you can use aggregate rate limiting to rate limit traffic to or from a particular
subnet.

Note:  You cannot apply an aggregate rate limiting policy to an interface that spans ports on more
than one line card. For example, you cannot apply an aggregate rate limiting policy to the
interface ip2, if it interfacesto a VLAN that consists of ports et.1.(1-4) and et.2.(1-4).

To configure aggregate rate limiting policies, you must first enable aggregate rate limiting mode on
the line card (see Rate Limiting Modes on page 370). To define an aggregate rate limit policy and
apply the policy to an interface, use the following commandsin the Configure mode:

Define an aggregate rate limit policy. | rate-limit <name> aggregate acl <acl list> rate
<num> [drop-packets| no-action| lower-priority|
lower-priority-except-control|
tos-precedence-rewrite <num> |
tos-precedence-rewrite-lower-priority <num>]
[allocate-resour ces-during-apply]|
allocate-resour ces-during-tr affic] |

[bur st-compensating]

Apply an aggregate rate limit policy | rate-limit <name> apply interface <interface>| all
to an interface.

Note:  You cannot use non-1P ACLs for aggregate rate-limit policies. The XP will display
interface names up to 32 charactersin length.
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Example of Aggregate Rate Limiting

In the following example, incoming FTP and HTTP traffic to the subnetwork 122.132.0.0/16 will
be rate limited to 4 Mbps and 2 Mbps, respectively:

system enable aggregate-rate-limiting slot 1

interface create ip engintf address-netmask 122.132.10.23/16 port €t.1.6
acl engftp permit ip 122.132.0.0/16 any any 20

rate-limit engftp aggregate acl engftp rate 4000000 drop-packets

acl enghttp permit ip 122.132.0.0/16 any any 80

rate-limit enghttp aggregate acl enghttp rate 2000000 drop-packets
rate-limit engftp apply interface engintf

rate-limit enghttp apply interface engintf

In the above example, the first configuration command is needed to enable the aggregate rate
limiting mode on theline card in slot 1 (per-flow is the default rate limiting mode).

Software-Based Flow-Aggregate Rate Limiting

The Flow-Aggregate Rate Limiting policy allows you to limit an aggregation of flowsto a
particular rate. For example, you can use aggregate rate limiting to rate limit traffic to or from a
particular subnet; however, you do not need to enable the aggregate rate limiting mode on the line
card to use flow-aggregate rate limiting. See Rate Limiting Modes on page 370 for more
information.

Note:  You cannot use non-1P ACLsfor flow-aggregate rate limit policies.

To define a flow-aggregate rate limit policy use the following commands in the Configure mode:

Define a software-based flow-aggre- | rate-limit <name> flow-aggregate acl <acl list>
- : rate <rate> exceed-action <action>
ate rate limit policy. .
9 it policy [sequence <number>]| [bur st-compensating]|
min-bandwidth <min-bw>|
distribute-among <number-of-flows>]

App|y aﬂow_aggregate rate limit rate-limit <name> apply interface < interface> | all
policy to an interface.

Note: The XP will display interface names up to 32 charactersin length.

Port Rate Limiting

Use a port rate limiting policy if incoming or outgoing traffic on a particular port needs to be rate
limited. Unlike other types of rate limiting policies, you do not specify an ACL when defining this
type of policy. Port rate limiting policies do not need to be applied to an interface and take effect
when they are created.
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To configure port rate limiting policies for input ports, you must first enable the aggregate rate
limiting mode on the line card (see Rate Limiting Modes on page 370). You do not need to enable
the aggregate rate limiting mode to configure a policy to limit outgoing traffic on a port. You can
configure port-level rate limiting policies on output portsin either per-flow or aggregate rate
limiting mode.

To define a port rate limit policy, use the following commands in the Configure mode:

Defineaport ratelimit policy tolimit | rate-limit <name> port-level input port <port list>
incoming traffic on a port. rate <num> [drop-packets| no-action|

lower -priority| lower-priority-except-control|
tos-precedence-rewrite <num> |
tos-precedence-rewrite-lower-priority <num>]

Defineaport ratelimit policy tolimit | rate-limit <name> port-level output port <port list>
outgoing traffic on a port. rate <num> drop-packets

Note that for output port policies, the only action that you can specify if traffic exceedsthe
specified rate isto drop packets.

If you configure output port policies, all types of outgoing IP traffic will be rate limited, including
control traffic. If you do not want control traffic to be subject to rate limiting, enter the following
command in the Configure mode:

Specify that control traffic is not subject rate-limit <name> port-level slot <num>
to output port rate limiting. ignore-control-priority

Because you specify a slot number in the above command, output port rate limiting policies on any
port on the specified slot will not be applied to control traffic.

VLAN Rate Limiting

UseaVLAN rate limiting policy if incoming or outgoing traffic on a particular VLAN needsto be
rate limited. Like Port rate limiting policies, you do not specify an ACL when defining this type of
policy. VLAN rate limiting policies do not need to be applied to an interface and take effect when
they are created. To configure VLAN rate limiting policies you must be in per-flow mode (see Rate
Limiting Modes on page 370) and you must have L4-bridging enabled on the VLAN (see Layer-4
Bridging and Filtering on page 352).
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To define a VLAN rate limiting policy, enter one of the following commands in Configure mode:

DefineaVLAN rate limiting policy
to limit incoming traffic on avlan.

rate-limit <name> vlan <name> port <port list> |
all-ports destport <port list> |all-portsrate <num>
exceed-action drop-packets| set-priority-low|
set-priority-medium| set-priority-high

[bur st-compensating]

DefineaVLAN rate limiting policy
to limit outgoing traffic on a port
belonging to a specific vian.

rate-limit <name> vlan <name> port <port list |
all-ports destport <port list> |all-portsrate <num>
exceed-action drop-packets| set-priority-low|
set-priority-medium| set-priority-high

[bur st-compensating]

Displaying Rate Limit Information

To show information about rate limit policies, use the following command in the Enable mode:

Show rate limit policy information.

rate-limit show [all] |[policy-type flow-policies|
flow-aggr egate-policies| aggregate-palicies|
portlevel-poalicieslall]| [policy-name <name>]|
[interface <interface>]| [port-level port <port list>|
all-port] | [port-level policy-name <name>]|
[rate-limiting-mode]

Note: The XP will display interface names up to 32 charactersin length.
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Chapter 25

Perfor mance
Monitoring Guide

Performance Monitoring Overview

The XPisafull wire-speed Layer-2, -3 and -4 switching router. As packets enter the XP, Layer-2,
-3, and -4 flow tables are populated on each line card. The flow tables contain information on
performance statistics and traffic forwarding. Thus the XP provides the capability to monitor
performance at Layer-2, -3, and -4. Layer-2 performance information is accessible to SNMP
through MIB-II and can be displayed by using the I2-tables command in the CLI. Layer-3 and -4
performance statistics are accessible to SNM P through RMON/RMON2 and can be displayed by
using the statistics show command in the CLI. In addition to the monitoring commands listed, you
can find more monitoring commands listed in each chapter of the Enterasys X-Pedition Command
Line Interface Reference Manual.

To access statistics on the XP, enter any of the following commands in Enable mode;

Show DVMRP routes. dvmrp show routes
Show all TCP/UDP connections and ip show connections
Services.

Show all IP routes. ip show routes

Show all IPX routes. ipx show tablesrouting

Show all MAC addresses currently in [2-tables show all-macs

the L2 tables.

Show info about MACsresidingin a [2-tables show port-macs < port-list>
port's L2 table.

Show all L2 flows (for portsin flow- [2-tables show all-flows

bridging mode.
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Show information about the master
MAC table.

|2-tables show mac-table-stats

Show information about a particular
MAC address.

|2-tables show mac

Show info about multicasts registered
by IGMP.

|2-tables show igmp-mcast-registrations

Show whether IGMP ison or off on a
VLAN.

|2-tables show vlan-igmp-status

Show info about MACs registered by
the system.

|2-tables show bridge-management

Show SNMP statistics.

snmp show statistics

Show ICMP statistics.

statistics show icmp

Show |P interface's statistics.

statistics show ip

Show unicast routing statistics.

statistics show ip-routing

Show IPX statistics.

statistics show ipx

Show IPX interface's statistics.

statistics show ipx-interface

Show IPX routing statistics.

statistics show ipx-routing

Show multicast statistics.

statistics show multicast

Show port error statistics.

statistics show port-errors

Show port normal statistics.

statistics show port-stats

Show RMON etherStats statistics.

statistics show rmon

Show traffic summary statistics.

statistics show summary-stats

Show most active tasks.

statistics show most-active

Show TCP statistics.

statistics show tcp

Show UDP statistics.

statistics show udp

Show TACACS server statistics.

tacacs show stats

Show broadcast monitoring
information for ports.

port show bmon [config][detail][port <port list>][stats]

Show all VLANS.

vlan list

378
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Configuring the XP for Port Mirroring

The XP alows you to monitor activity with port mirroring. Port mirroring allows you to monitor
the performance and activities of ports on the XP or for traffic defined by an ACL through one or
more separate ports. While in Configure mode, you can configure your XP for port mirroring with
asimple command line like the following:

Configure Port Mirroring. port mirroring dst-ports <port_list> [src-ports<port_list>
|src-acl <acl_name>]

Note: « Port mirroring is available for WAN ports. However, port mirroring, ACL, and Layer-2
filtering are supported on a per-WAN-card basis, not a per-port basis. (You can only
configure port mirroring for the entire WAN card).

e Only IP ACLs can be specified for port mirroring.

For additional information, see Port Mirroring on page 349.

Monitoring Broadcast Traffic

The XP alows you to monitor broadcast traffic for one or more ports, and for the control module.
You can specify that a port be shut down if its broadcast traffic reaches a certain rate limit for a
particular period of time. Additionally, you can configure the XP to shut down for a specified
period, if the packets sent to the control module reach a certain limit during a specified time
interval. Packets to be monitored can be limited to broadcast packets only or all packets.

To specify the monitoring of broadcast traffic and the shut down threshold for one or more ports,
enter the following command in Configure mode:

Configure monitoring of port bmon <port list> rate <number> duration <number>
broadcast traffic. shutdown <number> packets-limited all |broadcast

Enterasys X-Pedition User Reference Manual 379



Monitoring Broadcast Traffic

380 Enterasys X-Pedition User Reference Manual



Chapter 26

RMON
Configuration Guide

RMON Overview

You can employ Remote Network Monitoring (RMON) to help monitor traffic at remote points on
the network. With RMON, data collection and processing is done with a remote probe, namely the
XP. The XP aso includes RMON agent software that communi cates with a network management
station via SNMP. Because information transmits from the X P to the management station only
when required, SNMP traffic on the network and the management station’s processing load are
reduced.

The XP provides support for both RMON 1 and RMON 2 MIBs, as specified in RFCs 1757 and
2021, respectively. While non-RMON SNMP products allow the monitoring and control of specific
network devices, RMON 1 returns statistics on network segments at the MAC layer. RMON 2
collects statistics on network and application layer traffic to show host-to-host connections and the
applications and protocol s being used. For example, the RMON 2 network layer matrix MIB group
can show protocol-specific traffic between pairs of systems which can help to diagnose protocol
problems. Note that RMON 2 is not a superset of RMON 1; on the XP, you can configure both
RMON 1 and RMON 2 statistics collection.

Note: RMONL1 (RFC1757) statistic accounts for bridged traffic in host and matrix statistics, but
not routed traffic. RMON2 (RFC2021) accounts for routed traffic in host, matrix, and
protocol distribution statistics, but not bridged traffic. Thisis a hardware limitation.
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Memory Allocation Requirements

The memory used by RMON is determined automatically by the number of ports and the level of
functionality (i.e., lite, standard, or professional) you select. When you use the rmon enable
command, the RMON memory allocation requirements for your system are calculated using the
following values

Table 13. RMON Memory Allocation Requirements

500k baseinitialization

60k lite only (per port)

120k standard only (per port)

140k professional only (per port)

140k lite and standard (per port)

160k lite and professional (per port)

220k standard and professional (per port)
240k lite, standard, and professional (per port)

The table below lists the maximum amount of additional memory you may manually allocate with
the “rmon set memory” command:

XP-2000 XP-8000 XP-8600 ER16
12M 32Mm 96M 96M

To manually allocate additional memory, use the following:

rmon set memory <memory in M egabytes>

When you remove the “rmon enable” command, the RMON functionality is disabled and all of the
memory set aside for its useis returned to the system.
Examples

The examples below demonstrate RMON memory allocation:

32-port XP-2000 with lite and standard enabled:
500k + (32 * 140k) = 4.98M of memory
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120-port XP-8600 with lite, standard, and professional enabled:

500k + (120 * 240k) = 29.3M of memory

Configuring and Enabling RMON

By default, RMON is disabled on the XP. To configure and enable RMON on the XP, follow these

steps:

1. TurnonthelLite, Standard, or Professional RMON groups by entering the rmon set
lite]standar d|professional command. You can also configure default control tables for the
Lite, Standard, or Professional RMON groups by including the default-tables yes parameter.

2. Enable RMON on specified ports with the rmon set ports command.

3. Optionaly, you can configure control tables for the Lite, Standard, or Professional RMON
groups. For example, if you chose not to create default control tables for the Lite, Standard, or
Professional groups, you can configure control table entries for specific ports on the XP.

4, Usethermon enable command to enable RMON on the XP.

Example of RMON Configuration Commands

The following are examples of the commands to configure and enable RMON on the XP:

1: port flow-bridging et.5.(3-8) *
!
2: interface add ip en0 address-netmask 10.50.6.9/16
!
3: system set contact “ usama’
4: system set location Enterasys Networks
5: system set name “xp*
!
6: rmon set ports all-ports
7: rmon set lite default-tables yes
8: rmon set standard default-tables yes
!
I Set RMON Pro Group with Default Tables ON, cap memory at 4 meg
I Pro: protocol Dir, protocol Dist, addressMap, al/nl-Matrix, al/nl-Host,
I a/nl-matrixTopN. userHistory, probeConfig.
I Default Tables: one control row per dataSource for protocolDist,
I addressMap, a/nl-Host, a/nl-Matrix.
!
9: rmon set professional default-tablesyes
10: rmon set memory 4
11: rmon enable

* To collect layer 2 matrix information, port must be configured for flow-bridging mode. By default, ports on the X P operate in address-

bridging mode.

The next sections describe Lite, Standard, and Professional RMON groups and control tables.

Enterasys X-Pedition User Reference Manual

383



Configuring and Enabling RMON

RMON Groups

The RMON MIB groups are defined in RFCs 1757 (RMON 1) and 2021 (RMON 2). On the XP,
you can configure one or more levels of RMON support for a set of ports. Each level—L ite,
Standard, or Professional—enables different sets of RMON groups (described later in this section).
You need to configure at least one level before you can enable RMON on the XP.

To specify the support level for RMON groups, use the following CLI command linein Configure
mode:

Specifies Lite, Standard, or rmon set litejstandard|professional default-tables yesjno
Professional RMON groups.

To specify the ports on which RMON is to be enabled, use the following CLI command linein
Configure mode:

Specifies the ports on which rmon set ports <port list>|allports
RMON isenabled.

You can configure each level of RMON support independently of each other with default tables on
or off. For example, you can configure Lite with default tables on for ports et.1.(1-8) and then
configure Standard with no default tables for the same ports. You cannot configure Lite on one set
of ports and Standard on another set of ports.

Lite RMON Groups
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This section describes the RMON groups that are enabled when you specify the Lite support level.
The Lite RMON groups are shown in the table bel ow.

Table 14. Lite RMON Groups

Group Function

Ether Stats Records Ethernet statistics (for example, packets dropped, packets
sent, etc.) for specified ports.

Event Controls event generation and the resulting action (writing alog
entry or sending an SNMP trap to the network management
station).

Alarm Generates an event when specified alarm conditions are met.

History Records statistical samples for specified ports.
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Sandard RMON Groups

This section describes the RMON groups that are enabled when you specify the Standard support
level. The Standard RMON groups are shown in the table below.

Table 15. Sandard RMON Groups

Group Function
Host Records statistics about the hosts discovered on the network.
Host Top N Gathers the top n hosts, based on a specified rate-based statistic.
This group requires the hosts group.
Matrix Records statistics for source and destination address pairs.
Filter Specifiesthe type of packetsto be matched and how and where the

filtered packets should flow (the channél).

Packet Capture

Specifies the capture of filtered packets for a particular channel.

Professional RM ON Groups

The Professional RMON groups correspond to the RMON 2 groups defined in RFC 2021. While
RMON 1 groups alow for the monitoring of packets at the MAC layer, RMON 2 groups focus on
monitoring traffic at the network and application layers.

The Professional RMON groups are shown in the table bel ow.

Table 16. Professional RMON Groups

Group

Function

Protocol Directory

Containsalist of protocols supported by the X P and monitored by
RMON. See the RMON 2 Protocol Directory appendix in the
Enterasys X-Pedition Command Line Interface Reference Manual.

Protocol Distribution

Records the packets and octets for specified ports on a per protocol
basis.

Application Layer Host

Monitorstraffic at the application layer for protocols defined in the
protocol directory.

Network Layer Host

Monitors traffic at the network layer for protocols defined in the
Protocol Directory.

Application L ayer
Matrix (and Top N)

Monitorstraffic at the application layer for protocols defined in the
Protocol Directory. Top N gathers the top n application layer
matrix entries.
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Table 16. Professional RM ON Groups

Group Function
Network Layer Matrix Monitors traffic at the network layer for protocols defined in the
(and Top N) Protocol Directory. Top N gathers the top n network layer matrix
entries.
Address Map Records MAC address to network address bindings discovered for
specified ports.
User History Records historical data on user-defined statistics.

Control Tables
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Many RMON groups contain both control and data tables. Control tables specify what statistics are
to be collected. For example, you can specify the port for which statistics are to be collected and the
owner (name, phone, or IP address) for that port. You can change many of the entriesin a control
table with rmon commands. Data tables contain the collected statistics. You cannot change any of
the entries in a data table; you can only view the data.

When you specify the Lite, Standard, or Professional RMON groups, you have the option of
creating default control tables. A default control table creates a control table entry for every port on
the XP. Creating default control tables essentially configures data collection for every port on the
XPfor certain RMON groups. If you do not want this, you can choose not to create the default
control tables and then configure the appropriate control tables for the data you wish to collect.
Even if you use the default control tables, you can always use the rmon commands to modify
control table entries.

If you choose to create default control tables, entries are created in the control tables for each port
on the XP for the following groups:

Lite groups: Etherstats
History

Standard groups: Host
Matrix

Professional groups: Protocol Distribution
Address Map

Application Layer/Network Layer Host
Application Layer/Network Layer Matrix

A row inthe control tableis created for each port on the XP, with the owner set to “monitor”. If you
want, you can change the owner by using the appropriate rmon command. See the section
Configuring RMON Groups in this chapter for more the command to configure a specific group.

Note:  Control tables other than the default control tables must be configured with CLI
commands, as described in Configuring RMON Groups.
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Using RMON

RMON on the XP alows you to analyze network traffic patterns, set up alarms to detect potential
problems before they turn into real congestive situations, identify heavy network users to assess
their possible candidacy for moves to dedicated or higher speed ports, and analyze traffic patterns
to facilitate more long-term network planning.

RMON 1 provides layer 2 information. Traffic flowing through the XP'slayer 2 ASIC is collected
by RMON 1 groups. RMON 2 in the XP provides layer 3 traffic information for IP and IPX
protocols. Traffic flowing through the XP's layer 3 ASIC is collected by RMON 2 groups. The
XP's RMON 2 protocol directory contains over 500 protocols that can be decoded for UDP and
TCP ports. You can use RMON to see the kinds of protocol traffic being received on agiven port.

For example, use the rmon show protocol-distribution command to see the kinds of traffic
received on a given port:

Xp# rmon show protocol-distribution €t.5.5
RMON Il Protocol Distribution Table

Index: 506, Port: et.1.7, Owner: monitor
Pkts Octets Protocol
19 1586 ether2
19 1586 ether2.ip-v4
19 1586 *ether2.ip-v4
2 192 *ether2.ip-v4.icmp
17 1394 *ether2.ip-v4.tcp
17 1394 *ether2.ip-v4.tcp.www-http

In the example output above, only HTTP and ICMP traffic is being received on this port.

To find out which host or user is using these applications/protocols on this port, use the following
command:

Xp# rmon show al-matrix et.5.5
RMON Il Application Layer Host Table

Index: 500, Port: et.5.5, Inserts: 4, Deletes: 0, Owner: monitor

SrcAddr DstAddr Packets Octets Protocol

10.50.89.88 15.15.15.3 1771 272562 *ether2.ip-v4
10.50.89.88 15.15.15.3 1125 211192 *ether2.ip-v4.tcp
10.50.89.88 15.15.15.3 1122 210967 *ether2.ip-v4.tcp.telnet
10.50.89.88 15.15.15.3 3 225 *ether2.ip-v4.tcp.www-http
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Configuring RMON Groups

As mentioned previoudly, control tablesin many RMON groups specify the data that isto be

collected for the particular RMON group. If the information you want to collect isin the default
control tables, then you only need to turn on the default tables when you specify the RMON groups
(Lite, Standard, or Professional); you do not need to configure entries in the default tables.

The following table shows the rmon command that you use to configure each RMON group:

To configure the Address Map
group.

rmon address-map index <index-number> {port <port>
[owner <dgtring>] [status enable|disable]} |[max-number
<number>

To configure the Application
Layer Matrix top n entries.

rmon al-matrix-top-n index <index-number> matrix-
index <number> ratebase ter minal-packets|ter minal-
octets|all-packetslall-octets duration <number> size
<number> [owner <string>] [status enable|disable]

To configure the Alarm group.

rmon alarm index <index-number> variable <string>
[interval <seconds>] [falling-event-index <num>]
[falling-threshold <num>] [owner <string>] [rising-
event-index <num>] [rising-threshold <num>] [startup
rising|falling|both] [status enable|disable] [type absolute-
value|delta-value]

To configure the Packet Capture
group.

rmon captureindex <index-number> channel-
index<number> [full-action lock|wrap] [dice-size
<number>] [download-dlice-size <number>] [download-
offset <number>] [max-octets <number>] [owner
<string>] [status enableldisable]

To configure the Filter group,
you must configure both the
Channel and Filter control
tables.

rmon channel index <index-number> port <port>
[accept-type matched|failed] [data-control on|off] [turn-
on-event-index <number>] [tur n-off-event-index
<number>] [event-index <number>] [channel-status
ready|always-ready][description <string>] [owner
<string>] [status enableldisable]

rmon filter index <index-number> channel-index
<number> [data-offset <number>] [data <string>] [data-
mask <string>] [data-not-mask <string>] [pkt-status
<number>] [status-mask <number>] [status-not-mask
<number>] [owner <string>] [status enable|disable]

To configure the Etherstats
group.

rmon ether stats index <index-number> port <port>
[owner <string>] [status enable|disable]

To configure the Event group.

rmon event index <index-number> type
nonellogltrap|both [community <string>] [description
<string>] [owner <string>] [status enableldisable]
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To configure the History group.

rmon history index <index-number> port <port>
[interval <seconds>] [owner <string>] [samples <num>]
[status enable|disable]

To configure the Application
Layer and Network Layer Host
groups.

rmon hl-host index <index-number> port <port> nl-
max-entries <number> al-max-entries<number> [owner
<string>] [status enableldisable]

To configure the Application
Layer and Network Layer
Matrix groups.

rmon hl-matrix index <index-number> port <port> nl-
max-entries<number> al-max-entries<number> [owner
<string>] [status enableldisable]

To configure the Host group.

rmon host index <index-number> port <port> [owner
<string>] [status enableldisable]

To configure the Host Top N
entries.

rmon host-top-n index <index-number> host-index
<number> [base <statistics>] [duration <time>] [size
<size>] [owner <string>] [status enableldisable]

To configure the Matrix group.

rmon matrix index <index-number> [port <port>]
[owner <string>] [status enable|disable]

To configure the Network Layer
Matrix top n entries.

rmon nl-matrix-top-n index <index-number> matrix-
index <number> ratebase ter minal-packets|ter minal-
octets|all-packetslall-octets duration <number> size
<number> [owner <string>] [status enable|disable]

To configure the Protocol
Distribution group.

rmon protocol-distribution index <index-number> port
<port> [owner <string>] [status enable|disable]

To configure the User History
group, you must configure the
group of objects to be monitored
and apply the objectsin the
group to the User History control
table.

rmon user-history-control index <index-number> objects
<number> samples <number> interval <number>
[owner <string>] [status enable|disable]

rmon user-history-objects <groupname> variable <oid>
type absolute|delta [status enable|disable]

rmon user-history-apply <groupname> to <user-history-
index>

Configuration Examples

This section shows examples of configuration commands that specify an event that generates an
SNMP trap and the alarm condition that triggers the event.

The RMON Alarm group allows the XP to poll itself at user-defined intervals. Alarms that
congtitute an event are logged into the Event table that can then be polled by the management
station. The management station is able to poll more network devices thisway, asit only needsto
poll the RMON Event table and not the device itself. The management station can also be sent trap
information.
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The following examples configure the X P to create an event when amoduleis hot swapped into the
chassis or any new I P interface is configured. The managed object if Tablel astChanged from RFC
2233) has an object identifier (OID) of 1.3.6.1.2.1.31.1.5.0 and the XP will poll this OID every 5
minutes (300 seconds).

The command line below is an example of an RMON Event group configuration with the following
attributes:

* Index number 15 to identify this entry in the Event control table.

» Theevent isboth logged in the Event table and an SNMP trap generated with the community
string “public”.

» Event owner is“help desk”.

xp#(config) rmon event index 15 type both community public description “Interface added or
module hot swapped in” owner “help desk”

The command line below is an example of an RMON Alarm group configuration with the
following attributes:

e Index number 20 to identify this entry in the Alarm control table.
* TheOID 1.3.6.1.2.1.31.1.5.0 identifies the attribute to be monitored.
e Samplestaken at 300 second (5 minute) intervals.

o A “Startup” alarm generation condition instructing the X P to generate an dlarm if the sampleis
greater than or equal to the rising threshold or less than or equal to the falling threshold.

»  Compare value at time of sampling (absolute value) to the specified thresholds.
e Rising and falling threshold values are 1.

» Rising and falling event index values are 15, which will trigger the previously-configured
Event.

xp#(config) rmon alarm index 20 variable 1.3.6.1.2.1.31.1.5.0 interval 300 startup both type absolute-
valuerising-threshold 1 falling-threshold 1 rising-event-index 15 falling-event-index 15 owner
“ hdp d@(H
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Displaying RMON I nformation

The CLI rmon show commands allow you to display the same RMON statistics that can be viewed
from amanagement station. To display RMON statistics for the XP, use the following CLI
command lines in Enable mode:

o show Ethernet statistics. rmon show ether stats <port-list>|all-ports

To show all eventsand logs. rmon show events

To show &l alarms. rmon show alarms

To show histories and logs. rmon show history <port-list>|all-ports

To show hosts and logs. rmon show hosts <port-list>|all-ports[summary]
To show all Host Top N and rmon show host-top-n

logs.

To show matrices and logs. rmon show matrix <port-list>|all-ports

To show &l channels. rmon show channels

To show dll filters. rmon show filters

To show all packet capturesand | rmon show packet-capture
logs.

To display theRMON 2 Protocol | rmon show protocol-directory
Directory.

Todisplay theRMON 2 Protocol | rmon show protocol-distribution <port-list>|all-ports
Distribution.

Todisplay the RMON 2 Address | rmon show address-map <port-list>|all-ports
Map table.

To show Network Layer Host rmon show nl-host<port-list>|all-ports[summary]
logs.

To show Application Layer Host | rmon show al-host<port-list>|all-ports [summary]
logs.

To show Network Layer Matrix | rmon show nl-matrix<port-list>|all-ports [or der-by

logs. sredst|dstsrc] [summary]

To show Application Layer rmon show al-matrix<port-list>|all-ports[order-by
Matrix logs. sredst|dstsrc] [summary]

To show all Network Layer rmon show nl-matrix-top-n

Matrix Top N.

To show all Application Layer rmon show al-matrix-top-n
Matrix Top N.
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To show all user history logs. rmon show user-history

To show probe configuration. rmon show probe-config [basic] [net-config] [trap-dest]

o display Ethernet statistics and related statistics for WAN ports, RMON has to be activated on
that port.

Note:  WAN traffic received on aWAN port reflects on the first physical port of the module only.
To activate RMON on a port, use the frame-relay define service or ppp define service command,
and the frame-relay apply service or ppp apply service command. For additional information,

refer to Setting up a Frame Relay Service Profile on page 427 (for frame relay) and Setting up a
PPP Service Profile on page 431 (for PPP).

RMON CLI Filters

Because alarge number of statistics can be collected for certain RMON groups, you can define and
use CLI filtersto limit the amount of information displayed with the rmon show commands. An
RMON CLI filter can only be applied to a current Telnet or Console session.

The following shows Host table output without a CLI filter:

Xp# rmon show hosts et.5.4
RMON | Host Table

Index: 503, Port: et.5.4, Owner: monitor

Address InPkts InOctets OutPkts OutOctets Bcst Mcst
00001D:921086 0 0 102 7140 0 O
00001D:9D8138 1128 75196 885 114387 0 O
00001D:A9815F 0 0 102 7140 0 O
00105A:08B98D 0 0 971 199960 O O
004005:40A0CD 0 0 51 3264 0 O
006083:D65800 0 0 2190 678372 0 O
0080C8:EOF8F3 0 0 396 89818 0 O
00E063:FDD700 0 0 104 19382 0 O
01000C:CCCCCC 2188 678210 0 0O 0 O
01005E:000009 204 14280 0 0 0 O
0180C2:000000 1519 97216 0 0 0 O
030000:000001 168 30927 0 0O 0 O
080020:835CAA 885 114387 1128 75196 0 O
980717:280200 0 0 1519 97216 O O
AB0000:020000 2 162 0 0 0 O
FFFFFF.FFFFFF 1354 281497 0 0 0 O
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The following shows the same rmon show hosts command with afilter applied so that only hosts
with inpkts greater than 500 are displayed:

xp# rmon apply cli-filter 4

Xp# rmon show hosts et.5.4

RMON | Host Table

Filter: inpkts > 500

Address  Port InPkts InOctets OutPkts OutOctets Bcst Mcst

00001D:9D8138 et.5.4 1204 80110 941 121129 0 O
01000C:CCCCCC et.5.4 2389 740514 0 0 0 O
0180C2:000000 €t.5.4 1540 98560 0 0O 0 O
080020:835CAA €t.5.4 940 121061 1204 80110 O O
FFFFFF.FFFFFF et.5.4 1372 285105 0 0

RMON CLI filters can only be used with the following groups:
* Hosts

*  Matrix

*  Protocol Distribution

e Application Layer Host

*  Network Layer Host

* Application Layer Matrix

e Network Layer Matrix

Creating RMON CLI Filters

To create RMON CLI filters, use the following CLI command in Configure mode:

Createsan RMON CLI filter. rmon set cli-filter <filter-id> <parameter>

Using RMON CLI Filters

To see and use RMON CLI filters, use the following CLI command in User or Enable mode:

Displays RMON CLI filters. rmon show cli-filters

Appliesa CLI filter on current rmon apply cli-filters <filter-id>
Telnet or Console session.

Clears the currently-selected rmon clear cli-filter
CLI filter.
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Troubleshooting RMON

If you are not seeing the information you expected with an rmon show command, or if the network
management station is not collecting the desired statistics, first check that the port is up. Then, use
the rmon show status command to check the RMON configuration on the XP.

Check the following fields on the rmon show status command output:

Xp# rmon show status

RMON Status

* RMON isENABLED @

* RMON initialization successful.

| RMON Group Status |
+ + + +

| Group | Status | Default |
+ + + +
|Lite| On| Yes| @
+ + + +

|Std | On| Yes|

+ + +

|Pro | On| Yes|
+ + + +

RMON isenabled on: et.5.1, et.5.2, €t.5.3, €t.5.4, e1.5.5, et.5.6, €t.5.7, €t.5.8 @

RMON Memory Utilization

Total Bytes Available: 48530436

Tota Bytes Allocated to RMON: 4000000
Total BytesUsed: 2637872 @
Total BytesFree: 1362128

1. Make surethat RMON has been enabled on the XP. When the XP is booted, RMON is off by
default. RMON is enabled with the rmon enable command.

2. Makesurethat at least one of the RMON support levels—L ite, Standard, or Professional—is
turned on with the rmon set lite|standar d|professional command.

3. Make surethat RMON is enabled on the port for which you want statistics. Use the rmon set
ports command to specify the port on which RMON will be enabled.

4. Make surethat the control tableis configured for the report that you want. Depending upon the
RMON group, default control tables may be created for all ports on the XP. Or, if the RMON
group is not one for which default control tables can be created, you will need to configure
control table entries using the appropriate rmon command.

If you or your application are unable to create a control table row, check the snmp show status
output for errors. Make sure that there is a read-write community string. Verify that you can
ping the XP and that no ACLs prevent you from using SNMP to access the XP.
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5. Make sure that RMON has not run out of memory.

Allocating Memory to RMON

RMON allocates memory depending on the number of ports enabled for RMON, the RMON
groups that have been configured, and whether or not default tables have been turned on or off.
Enabling RMON with al groups (Lite, Standard, and Professional) with default tables uses
approximately 300 Kbytes per port. If necessary, you can dynamically allocate additional memory
to RMON.

To display the amount of memory that is currently alocated to RMON, use the following CLI
command in Enable mode;

Displays the memory allocated rmon show status
to RMON.

Any memory allocation failures are reported. The following is an example of the information
shown with the rmon show status command:

Xp# rmon show status

RMON Status

* RMON isENABLED

* RMON initialization successful.

+ +

| RMON Group Status |
+ + + +

| Group | Status | Default |
+ + + +

|Lite | On| Yes|
+ + + +
|Sd | On| Yes|
+ + + +
|Pro | On| Yes|
+ + + +

RMON isenabled on: et.5.1, et.5.2, et.5.3, et.5.4, et.5.5, et.5.6, €.5.7, €.5.8

RMON Memory Utilization
Total Bytes Available: 48530436
Total Bytes Allocated to RMON: 4000000
Total BytesUsed: 2637872
Tota BytesFree: 1362128
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To set the amount of memory allocated to RMON, use the following CLI command in User or

Enable mode:

Specifies the total amount of
Mbytes of memory alocated to
RMON.

rmon set memory <number>

396
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Chapter 27

NetFlow
Configuration Guide

| ntroduction

Customers who invest in state-of-the-art switch-routers demand more than just routing services—
they also need to know capacity utilization. Usage accounting, traffic profiling, traffic engineering,
intrusion detection, network surveillance, QoS monitoring, and data warehousing and mining all
require system utilization information. Enterasys X-Pedition routers provide a mechanism to gather
and export utilization data for such applications.

Flow Accounting

Flow accounting refers to the gathering and management of data-forwarding, statistical
information. The basic unit used to classify thisinformationis called aflow. A flow isaset of
packets that pass an observed point in the network during a specific time interval. Packets that
belong to the same flow share common properties derived from the data contained in each packet or
from packet treatment at the observing device. The observed point is the location in the router
where flows are learned. The XP uses the parameters below to identify layer-3 flowsin
destination-based, host-based, and application-based forwarding modes.

Note:  Flow definitionswill changeif you adjust the forwarding mode. For additional
information about forwarding modes, see ip set port in the Enterasys X-Pedition
Command Line Interface Reference Manual.

*  Source |P Address

* Dedtination IP Address

+ UDP/TCP Source Address

+ UDP/TCP Destination Address

Enterasys X-Pedition User Reference Manual 397



Flow Accounting

*  Typeof Service Byte
e Protocol Byte

e Input Interface

The XP records the following information for each flow:
* Flow start time

e Cumulative number of packets

e Cumulative number of bytes

*  Flow termination time

Note:  NetFlow is used to account for Layer-3 flows only.

Flow Accounting Applications

Because the requirements for NetFlow are derived from avariety of applications, selecting the
appropriate application is crucial. The following sections contain NetFlow applications that are of
significant importance in today's and future I P networks, and identify those requirements that can
be met with reasonabl e technical effort. NetFlow applications are not limited to the
implementations described here.

Since requirement details and weighting differ for specific implementations, NetFlow derives this
information from the general functionality of the application. Furthermore, the application itself
should lead to a better understanding of the requirements—particularly when designing or
implementing a traffic flow measuring device.

Usage Accounting

NetF ow data provides fine-grained metering for highly flexible, detailed resource utilization
accounting (e.g., flow data includes | P addresses, packet and byte counts, timestamps, type-of-
service, and application ports). Service providers can utilize thisinformation to migrate away from
single-fee or flat-rate billing to more flexible charging mechanisms based on time of day,
bandwidth usage, application usage, quality of service, or volume. Enterprise customers may use
the information to establish a departmental charge-back or cost allocation for resource utilization.

Traffic Profiling

398

Traffic profiling isthe process of characterizing IP flows and flow aggregates through amodel used
to represent key flow parameters (e.g., flow duration and volume). It is a prerequisite to network
planning and dimensioning, trend analysis, developing business models, and other activities.
Traffic profiling relies heavily on the particular traffic profiling objective(s)—what statistics and
level of accuracy are required from the measurements. Typical information needed for traffic
profiling includes the distribution of used network services and protocols, the amount of specific
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packet types, and flow profiles. Since objectivesfor traffic profiling vary, this application requiresa
highly flexible measurement infrastructure—especially with regard to the options for measurement
configuration and packet classification. NetFlow provides this infrastructure.

Traffic Engineering

NetFlow enables network managers to gain a detailed, time-based view of application usage over
the network. NetFlow data provides key information necessary to optimize strategic network
planning and tactical network engineering decisions—whom to peer with, backbone upgrade
planning, and routing policy planning. With this data, content and service providers can plan and
allocate network and application resources (e.g., Web server sizing and location) to responsively
meet customer demands. This will minimize the total cost of network operations and maximize
network performance, capacity, and reliability.

Traffic Engineering (TE) is composed of methods for measurement, modeling, characterization,
and network control. The goal of TE isto optimize network resource utilization and traffic
performance [RFC2702]. Since control and administrative reaction to measurement results requires
access to the involved network nodes, TE mechanisms and the required measurement function are
usually performed within one administrative domain. Typical parameters required for TE are link
utilization, load between specific network nodes, number, size and entry/exit points of the active
flows, and routing information.

Attack/I ntrusion Detection

Capturing flow information plays an important role in network security—especially when it comes
to security violation detection and subsequent defense. In the case of a Denial of Service (DOS)
attack, flow monitoring can detect unusual load situations or suspicious flows. NetFlow can export
information about these flows and alow you to derive a defense strategy. Intrusion detection, a
potentially more demanding application, looks not only at specific flow characteristics, but may
also use a stateful packet flow analysis to detect suspicious or unusually frequent activities. Such
activities may be characterized by specific communication patterns, detectable by characteristic
seguences of certain packet types.

Network Surveillance

NetFow data enables network managers to gain a detailed understanding of customer/user
utilization of network and application resources. Network surveillance requires the collection and
storage of information that characterizes flows—this information will help you detect and resolve
potential security and policy violations and allow you to efficiently plan and all ocate access to
backbone and application resources. Since data collected for the purpose of network surveillance
often contains sensitive information, adequate security mechanisms are required in order to prevent
the misuse of sensitive information.
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QoS Monitoring

NetFHow data enables extensive near-real-time network monitoring capabilities. Flow-based
analysis techniques allow you to visualize individual router traffic patterns, plus network-wide
patterns that include aggregate traffic-based or application-based views. These techniques provide
proactive problem detection, efficient troubleshooting, and rapid problem resolution.

QoS monitoring is the non-intrusive, passive measurement of quality parametersfor single flows or
traffic aggregates. In contrast to intrusive, active measurements, non-intrusive measurements
utilize existing network traffic for QoS analysis. Since they do not send test traffic, non-intrusive
measurements most commonly apply in situations where the traffic of interest is already present in
the network. For example, consider the validation of QoS parameters negotiated in a service-level
specification (SLS). While non-intrusive measurements cannot provide the kind of controllable
experiments you can achieve with active measurements, non-intrusive measurements do not suffer
from undesired side effects caused by sending test traffic (e.g., additional load, “Heisenberg”
effects, potential differencesin treatment of test traffic, and real customer traffic).

QoS monitoring often requires correlating data from multiple measurement instances to measure
one-way metrics. This requires proper clock synchronization of the involved measurement
instances. For some measurements, you must correlate packet events at different measurement
points—provisioning post-processing functions (e.g., packet ID generation) at the measurement
instances may also be useful. QoS monitoring can lead to a huge amount of measurement result
data; therefore, it may be beneficial to reduce measurement data such as aggregation of results and
sampling.

NetFlow Data Warehousing and Mining

When you warehouse NetFlow data or derived information for later retrieval and analysis, you can
determine which applications internal and external users utilize and target these services for
improvement. Thisis especially useful when determining the relevant who, what, where, and how
long information that will permit you to add greater depth to your services.

Supported Interfaces

NetFlow is supported only on interfaces that carry | P traffic. These interfaces are as follows:
*  Ethernet

»  Fast Ethernet

e Gigahit Ethernet

« ATM

Note:  Virtua circuits and channelized interfaces do not support NetFlow.
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Data Capture

NetF ow data capture is performed on a per-port basis. To enable accounting on a specific port, you
must activate the port though the CL 1. Once you enable a port, NetFlow accountsfor all unicast and
multicast traffic entering the port.

xp# netflow enable

Life of a Flow

The XPisahardware-based, packet forwarding device. With each packet received, the XP uses
hardware to determine if the packet destination is known. If the flow is new (i.e., not known), the
XP sends the packet to the control module to learn. Once the control module discovers or learnsthe
packet’s destination, the X P initializes the line modul e hardware to recognize and forward
subsequent packets with the same destination. For each packet received, the XP establishes aflow
entry containing the flow’s start time, the number of packets received, and the cumulative packet
byte count. For an illustration of this process, refer to Figure 28 on page 402.

If aflow remainsinactive after 30 seconds, its layer-3 hardware entry will age-out and the data will
export according to the exportation policy. Active flows export according to the interval timer
setting. By default, the interval timer is set to 30. To adjust the interval timer setting, enter the
following from configure mode:

xp# netflow set interval <minutes>
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Figure 28. Lifeof a Flow
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NetFlow Architecture

NetFlow Architecture

A NetFlow design is composed of four elements:
»  Export device(s)

»  Collection device(s)

*  Server

* Applications

Export device(s) An export device detects flow characteristics and exports accounting
information to a collector. The XP is an export device that uses the NetFlow v5 protocol.

Collection device(s) A collector gathers flow accounting information from one or more export
devices.

Server Act asacentral repository for all data and serves as a single point of access for end-user
applications (to formulate end-user reports). Servers can a so perform post-collection data
aggregation and time based consolidation. Applications access data on the server to formulate end-
user reports.

Applications In this architecture, Enterasys provides the capability to generate and export flow

accounting data on the X P platforms. Third-party application vendors provide the collector, server,
and end-user report generating components. This allows you to create complete accounting
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solutions where all the elementsin a solution are compatible—they are not simply architectural
pieces. Enterasysis currently identifying compatible third-party NetFlow-based applications.
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How does NetFlow Account for a Flow?

The XP examinesthe flow parameters of each incoming packet. The system recordsthe arrival time
of thefirst packet in anew flow and updates the flow’s cumul ative byte and cumulative packet
counters with each received packet. The system removes flows that have been idle for 30 seconds
and records their termination time. NetFlow exports accounting information based on four flow
metrics: start-time, end-time, cumulative byte count, and cumulative packet count. Figure 29
depicts the elements that comprise a NetFlow version 5 packet. Because NetFlow packets are UDP
packets, packet delivery is abest effort delivery—the system will not attempt retries if delivery
fails. A NetFlow packet may contain up to 30 flow records and one header.

Figure 29. NetFlow Version 5 Packets

NetFlow

Flow Record Flow record Flow record
Packdt V5 Header 1 2 S 30
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The following tables describe the format of NetFlow Version 5 headers and flow records:

Table 17. Version 5 Header For mat

Bytes Content Description

Oto1 Version NetFlow export format version number (in this case, 5).

2t03 Count Number of flows (1-30) exported in this packet.

4t07 SysUptime Number of milliseconds since the routing device was last
booted.

8to 11 unix_secs Number of seconds since 0000 UTC 1970.

12t0 15 unix_nsecs Number of residual nanoseconds since 0000 UTC 1970.

16to0 19 flow_sequence Sequence counter of total flows seen.

20 engine_type Type of flow switching engine.

21 engine id ID number of the flow switching engine.

221023 reserved

Table 18. Version 5 Flow Record Format

Bytes Content Description

Oto3 srcadadr Source | P address.

4t07 dstaddr Destination |P address.

8to 11 nexthop IP address of the next hop routing device.

12t013 input SNMP index of the input interface.

14t0 15 output SNMP index of the output interface.

16to 19 dpPkts Packetsin the flow

20to 23 dOctets Total number of Layer-3 bytesin the flow’s packets.
24 to0 27 First SysUptime at start of flow.

28to 31 Last SysUptime at the time the last packet of flow was received.
32t033 srcport TCP/UDP source port number or equivalent.
34t035 dstport TCP/UDP destination port number or equivalent.

36 padl Pad 1 isunused (zero) bytes.

37 tcp_flags Cumulative OR of TCP flags.
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Bytes Content Description

38 prot IP protocol (e.g., 6=TCP, 17=UDP).

39 tos IP ToS.

40to 41 src_as AS of the source address (origin or peer).
421043 dst as AS of the destination address (origin or peer).
44 src_mask Source address prefix mask bits.

45 dst_mask Destination address prefix mask bits.

46 to 47 pad2 Pad 2 is unused (zero bytes).

Export Policy

Policy governsthe rate at which the XP exports data. While some information exports

asynchronously, other data outputs periodically according to a user-defined time interval.

Asynchronous Exportation

When aflow expires, NetFlow creates an export record. This record waits on the output queue until
the total number of recordsin the queue reaches 30 (or until the interval time expires)—then the XP
transmits the expired flow data. Because the XP must wait until the output queueisfilled or until

theinterval time expires before it can export the data, it is not possible to determine precisely when

the information for an expired flow will export to a collector. In general, systems with many
expiring flows will export data more frequently.

Example

Since the previous interval, 29 flows terminated. A record for each resides in the current export

buffer.

Header

Flow 1

Flow 2

406

Flow 29

Empty
record
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As demonstrated in the following figure, when flows 30 and 31 terminate, each termination results
in the creation of an export record. Since the record for flow 30 fills the export buffer, data for
flows 1-30 exportsto a collector.

Flows 1-29 Flow 30 Flow 31

terminated terminates terminates* Interval

Time »

—— > Datafor flows 1-30 isexported

* After flow 31 terminates, the export buffer appears as follows:

Empty Empty

Header Flow 31
record record

Periodic Exportation

Periodically, the system exports a flow accounting record for any remaining inactive flows and all
active flows. By default, the periodic export occurs every 30 minutes. To change the export rate
(1 to 1440 minutes—24 hours), enter the following command:

Xp# netflow set interval <minutes>

Note: Because NetFlow packets are UDP packets, packet delivery isabest effort delivery—the
system will not attempt retriesif delivery fails.

At the conclusion of each interval, the X P exports any buffered, expired flows along with all active
flow data (a header and 30 flow records at atime). However, the final transmission may contain
fewer than 30 records. For example, consider a system with 91 flows when the interval timer
expires. Four export transmissions result—three consist of a header and 30 flow records, the final
consists of a header and a single record. The transmission of flow records occurs as quickly as the
XP can buffer and output the data.
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Example

In the following example, the XP will export 91 flow records when the interval timer expires.

Shown here, 4 transmissions result.

Transmission 1

Transmission 2

Transmission 3

Transmission 4

Header Flow 1
Header Flow 31
Header Flow 61
Header Flow 91

Asynchronous and Periodic Exportation

If theinterval timer expires before NetFlow fillsthe export buffer with inactive flows, NetF ow will

Flow 30

Flow 60

Flow 90

fill the remaining space with active flows. For example, consider a case where two expired flows
gueue for export when the interval expires. If twenty-eight or more flows are active, the first
interval transmission will appear as follows:

Header

Inactive
Flow 31

Inactive
Flow 32

Active
Flow 1

408

Active
Flow 28
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Prerequisites

Before configure NetFlow, do the following:

» Enable SNMP. A system initialization task automatically enables the SNM P agent unless the
snmp stop command is in the configuration file.

e Disable RMON Professional.

Collector Relationship M anagement

Specifying Collectors

Described previoudy, the X P exports accounting data to a collector. The netflow set collector
command specifies the address of the collector, along with connectivity detection preferences. You
may configure up to three collectors. The format for this command is as follows:

netflow set collector <collector_IPaddr> [timeout <number>] [retries <number>]
[deadtime <number>] [flow-destination-port <number>]

For detailed information about this command and its parameters, consult the Enterasys X-Pedition
Command Line Interface Reference Manual.

Selecting a Collector

Although the XP will export to only one active collector, users may configure up to three. The XP
usesafirst come, first served algorithm to determine which collector to select. The XP will attempt
to establish communication with the first collector listed in the configuration file, then the second,
and finally the third. If no collector responds, no data export occurs. If you specify more than three
collectors, an error will occur when you issue a save active command.
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Configuring NetFlow data collection

The following table contains a summary of the NetFlow commands.

Table 19. NetFlow Commands

NetFlow Command Summary

Type Category Syntax Usage
Configuration | XP Internal netflow clear statistics Optional
netflow enable Required
netflow set interval Optional
netflow set memory Optional
(By default, 450 kilobytes.) Required
(until E9.0.0.0)
netflow set ports Required
netflow set priority Optional
Collector Relationship | netflow set deadtime Optional
netflow set engine Optional

netflow set flow-destination-port | Optional

netflow set retries Optional

netflow set collector Required

netflow set timeout Optional
Show Display Parameters netflow show Optional

NetFlow commands set configuration parameters and display data. Configuration commands
establish NetFlow internal task parameters and define the X P/collector relationship. The commands
used in the following example are required to set up accounting and exportation. These commands
specify the ports whose flows will be accounted, identify the collector used to receive exported
data, and activate the NetFlow feature. In this example, accounting and data exportation occur for
the flows on al the Ethernet portsin slot 1—there is only one collector selected to receive the
accounting data (134.141.135.124). The collector application communicates on the default port,
2055. All other system defaults apply, including the 30-minute export interval.

netflow set portset.1.*
netflow set collector 134.141.135.124
netflow enable
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Overriding Default Parameters

Export Interval

By default, the X P initializes the default export interval to 30 minutes. When setting the export
interval, select an interval according to the type of application used. To set the interval (from
1 to 1440 minutes—24 hours), enter the following:

xp# netflow set interval <minutes>

System Memory Utilization

The NetFlow client acquires memory as needed from the system heap to store flow information
entries. Unless otherwise specified by the netflow set memory command, the system reserves
450 kilobytes of memory by default. If the volume of flows exceeds the memory limit, new flows
are not stored and flow information islost (if the X P begins to discard flows, an error message will
appear). To view the number of discarded flows, use the netflow show command.

Memory Usage

The following table lists the amount of memory required for your system.

Client control memory usage | 40,044 bytes

Per flow memory usage 60 bytes

A system anticipated to monitor 100 flows requires the following:
40,044 + (100*60) = 46,044 bytes

To monitor memory utilization, use the netflow show statistics command. Each flow detected on a
NetF ow-enabled port will produce aflow entry—when the flow expires, the XP removesthe entry.
To display the maximum number of bytes NetFlow used since you last cleared statistics, enter the
following in enable mode:

xp# netflow show statistics

NetFlow Task Priority

Like many other features, NetFlow operates as atask under the control of the Enterasys X-Pedition
kernel. Although it is unusual to do so, you can use the netflow set priority command to alter the
priority (50-250) of the NetFlow client task. By default, the NetFlow client task has alow priority
(230) in relation to other system tasks (fine for atypical environment where the CPU utilization
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does not approach 100 percent). However, in an environment where the CPU utilization approaches
100 percent for extended periods of time, the default priority may not allow the NetFlow client task
to run often enough during heavy utilization periods to export data updates. In a situation such as
this, you may want to run NetFlow with a higher priority.

Collector Deadtime

If aNetFlow collector fails to respond to the X P within the specified number of retries, the router
will not attempt to export datato the collector until the configured deadtime lapses. The netflow set
deadtime command specifies the duration of this period (1 to 1440 minutes—24 hours) for all
collectors. To configure the deadtime value to 30 minutes, enter the following:

xp (config)# netflow set deadtime 30

Collector Application Port

The collector application port refers to the flow destination port to which the XP will send

NetF ow exportation packets. The flow destination port (a UDP port) is part of the UDP header and
the default destination port is 2055. To set acommon port address for al collector applications, use
the following command:

xp (config)# netflow set flow-destination-port <port-number>

Collector Connection Retry Count

To specify auniversal retry count to verify collector connectivity, enter the following command
from configure mode.

xp (config)# netflow set collector <collector_IPaddr> retries <number>

Collector Response Timeout

To specify auniversal period of time to wait while the XP verifies collector connectivity, enter the
following command from configure mode:

xp (config)# netflow set collector <collector_IPaddr> [timeout <number>]
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Collector Engine ID and Type

The netflow set engine command allows you to modify the engine identification and type sent with
a NetFlow packet header, affecting those NetFlow collectors that require specific engine values.

xp# netflow set engine <engineid> type <engine type>
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Show Command Output

To display all information about the NetFlow client on the XP, use the netflow show all command.

A sample output follows:

xp# netflow show all
NetFlow Status:
NetFlow isENABLED

Netflow Default Configuration:

NetFlow Version :5
NetFlow Engine ID 19
NetFlow Engine Type 10
Active Flows Palling Interval  : 1
Threshold % Heap 1 75%
Default Collector Timeout 13
Default Deadtime 10
Default Retries 13
Default Port : 2055
NetFlow Task Priority 1230

NetFlow Statistics:

Router Flow Statistics

NetFlow Started at : 2001-12-03 23:56:16

Last Expired Interval : 2001-12-18 11:07:56
Next Reporting Interval isat  : 2001-12-18 11:15:03

Maximum Memory Bytes Allowed : 00500000

Current Memory Bytes 1 00040044 Used : 8%
Historical Max Memory Bytes 1 00040108 Used : 8%
Historical Max Memory Time : 2001-12-04 00:09:24
Memory Allocation Rejected : 00000000

Total Heap : 044487432

Heap Used : 012623232 % Heap Used : 28%
% Current Heap Used on NetFlow :<1%

% Max Historical Heap Used for NetFlow : <1%

Heap Available : 31864200

Next Flow Sequence : 00004593

# Reported Records : 00004592

Total # Reported Packets  : 00004592

Discarded Flows : 00000000

# Of Sendsto Collector : 00004592

Current Flow Count : 00000000

Pending Deleted Flow Count  : 00000000

NetFlow Create Flows 100002777

NetFlow Delete Flows : 00002778

Current Allocated Flows : 00002778 TTL Allocated Flows
Current De-allocated Flows : 00002778 TTL De-allocated Flows

: 00002778

: 00002778

414
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Continued from previous page:

Current Active Flows : 00000000
Ports Enabled for NetFlow:
Port Tracked  Tracked
ifindex Name InFlows Out Flows Monitored

0001 et.1.1 000000000 000000000 ON
0002 et.1.2 000000000 000000000 ON
0003 et.1.3 000000000 000000000 ON
0004 et.1.4 000000000 000000000 ON
0005 et.1.5 000000000 000000000 ON
0006 et.1.6 000000000 000000000 ON
0007 et.1.7 000000000 000000000 ON
0008 et.1.8 000000000 000000000 ON
0009 et.3.1 000000000 000000000 ON
0010 et.3.2 000000000 000000000 ON
0011 et.3.3 000000000 000000000 ON
0012 et.3.4 000000000 000000000 ON
0013 et.3.5 000000000 000000000 ON
0014 et.3.6 000000000 000000000 ON
0015 et.3.7 000000000 000000000 ON
0016 et.3.8 000002777 000000000 ON
0017 g¢i.7.1 000000000 000000000 ON
0018 g@i.7.2 000000000 000000000 ON
Unknown Ports Flows : 000002777

Total Flows Count : 000002777 000002777

Number of Ports Being Monitored :18
NetFlow Collectors Listed in Order of Priority:

Collector: 134.141.135.153
Current collector in use
Accounting Port:  <Default>
Timeout (seconds): <Default>
Retries: <Default>
Deadtime (minutes): <Default>
Collector Timeouts: 0

Field Definitions

Field Description

NetFlow Status Indicates the status of the NetFlow client
(ENABLED/DISABLED)

NetFlow is ENABLED NetFlow is running

NetFlow Started at What time NetFlow started
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Field

Description

NetFow Default Configuration

Configuration used by default by al collectors that do not
configure avalue

NetFlow Version

The version of NetFlow you are running

NetFow Engine ID

The NetFlow engine ID

NetFow Engine Type

The NetFlow engine type

Active Flows Polling Interval

The configured reporting interval

Threshold & Heap

Maximum percentage of heap to reach before NetFlow
stops reporting flows

Default Collector Timeout

Default collector connectivity detection timeout

Default Deadtime Default collector dead time

Default Retries Default collector connectivity detection retries

Default Port Default UDP destination port used to send export datato
the collector

NetFlow Task Priority Priority of the NetFlow task

NetFlow Statistics

Statistics representing the current state of the NetFlow
task

Last Expired Interval

Date and time when the reporting interval last expired

Next Reporting Interval is at

Date and time when the next synchronous update will be
sent to the collector

Maximum Memory Bytes

The maximum amount of memory in bytes allowed for
use by the NetFlow task.

Current Memory Bytes

The amount of memory in bytes currently being used to
save flow information.

Historical Max Memory Bytes

The maximum amount of memory in bytes which has
been used in the past. Thisvalue may be morethanis
currently in use. This can be used to identify when
memory usage is approaching the maximum configured
for use by the NetFlow client. This value resets when you
clear NetFlow statistics.

Historical Max Memory Time

Date and time when Historical Max Memory Bytes
peaked.
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Field

Description

Memory alocation rejected

When the NetFlow client exceeds the “Maximum
memory bytes,” allocation requests are rejected and flow
information islost. This may indicate that the X P requires
more memory to collect the flow information requested
from the NetFlow task. If this count is not zero, increase
the memory limit or decrease the number of ports. This
will help prevent loss of flow information.

Total Heap Amount of heap that exists.
Heap Used Amount of heap used.
% Current Heap Used on NetFlow | Percent of heap used.

% Max Historical Heap Used for
NetFlow

Maximum heap historically used.

Heap Available

How much heap is available for use.

Next Flow Sequence

The flow sequence number to be used when encoding the
next NetFlow packet header.

# reported records

A count of the number of NetFlow records sent to the
collector.

Total # reported packets

A count of the number of packets NetFlow used to send
the NetFlow records to the collector.

Discarded flows

A count of flows discarded because of insufficient
memory to store the flow information.

# of sends to collector

A count of the number of NetFlow packets sent to the
collector.

Current flow count

A count of the current active flows being recorded by the
NetFlow task.

Pending deleted flow count

A count of terminated flows that have been buffered and
are waiting to be sent to the collector.

NetFlow Create Flows

A count of the number of created flows. You may reset
thisvaue.

NetFlow Delete Flows

A count of the number of deleted flows.

Current Allocated Flows

The number of allocated flows since the last time these
statistics were cleared. You may reset thisvalue.

TTL Allocated Flows

The total number of allocated flows.

Current de-allocated Flows

The number of expired flows since the last time these
statistics were cleared.
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Field

Description

TTL de-allocated Flows

The total number of de-allocated flows.

Current active flows

The number of active flows since the last time these
statistics were cleared.

Ports enabled for NetFlow

A list of ports which have NetFlow enabled.

Total Flows Count

The total number of flows.

Number of ports being monitored

The number of ports which have been enabled for
NetFl ow.

NetFlow Col

lectorsListed in Order of Priority

Collector

| P address of collector

Current Collector In Use

Thislineisdisplayed if this collector is currently in use.
The <Default> indication for the following parameters
means that no configuration exists for this collector and
the “NetFlow Default Configuration” value was used.

Accounting Port

The destination UDP port in use on this collector

Timeout (seconds)

The maximum time to wait for a response timeout when
contacting this collector

Retries

The number of retries to use when detecting this collector

Deadtime (minutes)

The amount of time to skip this collector if not detected

Server Timeouts

Number of times detection of this collector has timed out

Per for mance M easurements
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Lab testsreveal that the NetFlow feature has very little impact on XP Control Module (CM)
processor utilization. Measured impacts are in the .5 — 2.5% utilization range.
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Chapter 28

WAN Configuration
Guide

This chapter provides an overview of Wide Area Network (WAN) applications aswell as an
overview of both Frame Relay and PPP configuration for the XP. In addition, you can view an
example of amulti-router WAN configuration complete with diagram and configuration filesin
WAN Configuration Examples on page 434.

WAN Overview

On the Enterasys X-Pedition, Wide Area Network (WAN) routing is performed over a serial
interface using two basic protocols: Frame Relay and point-to-point protocol (PPP). Both protocols
have their own set of configuration and monitoring CLI commands described in the Enterasys
X-Pedition Command Line Interface Reference Manual.Configuring WAN Interfaces

WAN Ports

Consider the following points when working with WAN ports:

*  WAN ports do not support STP per VLAN.

e You must add WAN ports to a non-default VLAN to allow flooding of packets.
e Layer-2 traffic will not bridge on WAN portsin the default VLAN.

High-Speed Serial Interface (HSSI) and Standard Serial Interfaces

In both the Frame Relay and PPP environments on the XP, you can specify ports to be High-Speed
Seria Interface (HSSI) or standard serial interface ports, depending, of course, on the type of
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hardware you have. Each type of interface plays a part in the nomenclature of port identification.
You must use either the“hs.” or “se.” prefix for HSSI and serial interfaces, respectively, when
specifying WAN port identities.

For example, you would specify aframe relay serial WAN port located at router slot 4, port 1, on
VC 100 as “se.4.1.100".

Using the same approach, a PPP high-speed serial interface (HSSI) WAN port located at router slot
3, port 2 would be identified as“hs.3.2".

Configuring WAN I nterfaces

Configuring IP & IPX interfacesfor the WAN is generally the same asfor the LAN. Aswithany IP
network, when you assign an |P/IPX address to each interface and define routing mechanisms such
as OSPF or RIP, you can configure the IP interface on the physical port or you can configure the
interface as part of aVVLAN. In the case of IP interfaces, you can configure multiple IP addresses
for each interface. Please refer to Configuring IP Interfaces and Parameters on page 122 and
Configuring IPX Interfaces and Parameters on page 298.

Note: A VLAN containing both LAN and WAN ports will not support interfaces configured
with IPX.

Note:  The maximum MTU for WAN interfaces is 1500 bytes.

Special considerations that apply to WAN interfaces are detailed in this section.

Primary and Secondary Addresses

Like LAN interfaces, WAN interfaces can have primary and secondary |P addresses. For Frame
Relay, you can configure primary and secondary addresses which are static or dynamic. For PPP,
however, the primary addresses may be dynamic or static, but the secondary addresses must be
dtatic. Thisisbecausethe primary addresses of both the local and peer routers are exchanged during
I PCP/IPXCP negotiation.

Note:  Thereisno mechanismin PPP for obtaining any secondary addresses from the peer. For
PPP, IPX network numbers for local and peer routers must match.

Satic, Mapped, and Dynamic Peer |P/IPX Addresses

The following sections describe the difference between static, mapped, and dynamic peer IP and
IPX addresses and provide simple command line examples for configuration.
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Static Addresses

If the peer IP/IPX addressis known before system setup, you can specify the peer address when the
interfaceis created. Thisdisables Inverse ARP (InArp) for Frame Relay on that source/peer address
pair; however, InArp will still be enabled for any other addresses on that interface or other
interfaces. A static peer address for PPP means that the address the peer supplies during IP Control
Protocol (IPCP) or IPX Control Protocol (IPXCP) negotiations will be ignored.

The following command line displays an example for a port:

interface create ip IPWAN address-netmask 10.50.1.1/16 peer-address 10.50.1.2 port hs.3.1

The following command line displays an example for aVLAN:

interface create ip IPWAN address-netmask 10.50.1.1/16 peer-address 10.50.1.2 vlan BLUE

Mapped Addresses

Mapped peer IP/IPX addresses are very similar to static addressesin that InArp is disabled for
Frame Relay and the address negotiated in IPCP/IPXCP is ignored for PPP.

Mapped addresses are most useful when you do not want to specify the peer address using the
interface create command. Thiswould be the caseif the interfaceis created for aVLAN and there
are many peer addresses on the VLAN. If any of the peers on the VLAN do not support InArp or
IPCP/IPXCP, use a mapped address to configure the peer address.

The following command lines display two examples for Frame Relay:

frame-relay set peer-address ip-address 10.50.1.1/16 ports se.4.1.204

frame-relay set peer-address i px-address alb2c3d4.aa:bb:cc:dd:ee:ff ports s2.6.3.16

The following command line displays two examples for PPP;

ppp set peer-addressip-address 10.50.1.1/16 ports se.4.1

ppp set peer-address i px-address alb2c3d4.aa bh:cc:dd:ee:ff ports se.6.3

Dynamic Addresses

If the peer IP/IPX address is unknown, you do not need to specify it when creating the interface.
When in the Frame Relay environment, the peer address will be automatically discovered via

InArp.
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Note: Thedefault interfacetypeis”broadcast.” If you connect an interfaceto arouter capable of
“point-to-point” only, you must specify the interface type as point-to-point within the
configuration.

Similarly, the peer address will be automatically discovered via |PCP/IPXCP negotiation in a PPP
environment.

The following command lines display examplesfor aport and aVC:

interface create ip IPWAN address-netmask 10.50.1.1/16 port hs.3.1

interface create ip IPWAN address-netmask 10.50.1.1/16 port hs.5.2.19

The following command line displays an example for aVLAN:

interface create ip IPWAN address-netmask 10.50.1.1/16 vlan BLUE

Forcing Bridged Encapsulation

WAN for the XP has the ahility to force bridged packet encapsulation. This feature has been
provided to facilitate seamless compatibility with Cisco routers, which expect bridged
encapsulation in certain operating modes.

The following command line displays an example for Frame Relay:

frame-relay set fr-encaps-bgd ports hs.5.2.19

The following command line displays an example for PPP:

ppp set ppp-encaps-bgd ports hs.5.2

Packet Compression

422

Packet compression can increase throughput and shorten the times needed for data transmission.
You can enable packet compression for Frame Relay V Cs and for PPP ports, however, both ends of
alink must be configured to use packet compression.

Enabling compression on WAN serial links should be decided on a case by case basis. Important
factors to consider include:

e average packet size
e nature of the data

* link integrity
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» latency requirements

Each of these factorsis discussed in more detail in the following sections and should be taken into
consideration before enabling compression. Since the factors are dependent on the environment,
you should first try running with compression histories enabled. If compression statistics do not
show a very good long-term compression ratio, then select the “no history” option. If the
compression statistics do not improve or show aration of less than 1, then compression should be
disabled altogether.

Aver age Packet Size

In most cases, the larger the packet size, the better the potential compression ratio. Thisis dueto the
overhead involved with compression, as well as the compression algorithm. For example alink
which always deals with minimum size packets may not perform aswell as alink whose average
packet sizeis much larger.

Nature of the Data

In general, datathat is already compressed cannot be compressed any further. In fact, packets that
are already compressed will grow even larger. For example, if you have alink devoted to streaming
MPEG videos, you should not enable compression as the MPEG video datais already compressed.

Link Integrity

Links with high packet loss or links that are extremely over-subscribed may not perform as well
with compression enabled. If thisisthe situation on your network, you should not enable
compression histories (this applies only to PPP compressions; in Frame Relay compression,
histories are always used).

Compression histories take advantage of data redundancy between packets. In an environment with
high packet loss or over-subscribed links, there are many gapsin the packet stream resulting in very
poor use of the compression mechanism. Compression histories work best with highly-correlated
packet streams. Thus, alink with fewer flowswill generally perform better than alink with many
flows when compression histories are utilized.

The “no history” (max-histories = 0) option causes packets to be compressed on a packet-by-packet
basis, thus packet loss is hot a problem. Also, the number of flowsis not an issue with this option as
there is no history of previous packets.

L atency Requirements

The use of compression may affect a packet’s latency. Since the compressed packet is smaller, less
time is needed to transmit it. On the other hand, each packet must undergo a

compressi on/decompression process. Since the compression ratio will vary, the amount of latency
will also vary.
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Example Configurations

The following command line displays an example for Frame Relay:

frame-relay set payload-compress ports se.3.1.300

The following command line displays an example for PPP:

ppp set payl oad-compress port se.4.2

Packet Encryption

Packet encryption allows data to travel through unsecured networks. You can enable packet
encryption for PPP ports, however, both ends of alink must be configured to use packet encryption.

The following command line displays an example:

ppp set payload-encrypt transmit-key 0x123456789abcdef receive-key Oxfedchad87654321 port se.4.2,
mp.1

WAN Quality of Service

424

Increasing concentrations of audio, video, and data traffic are now presenting the networking
industry with the significant challenge of employing the most effective use of WAN Quality-of-
Service (QoS) as possible to ensure reliable end-to-end communication. For example, critical and
time-sensitive traffic such as audio should have higher levels of bandwidth allocated than less time-
sensitive traffic such asfile transfers or e-mail. Simply adding more and more bandwidth to a
network is not aviable solution to the problem. WAN accessis extremely expensive, and thereisa
limited (albeit huge) supply. Therefore, making the most effective use of existing bandwidth is now
amore critical issue than ever before.

Thefact that |P communications to the desktop are clearly the most prevalent used today has made
it the protocol of choice for end-to-end audio, video, and data applications. This means that the
challenge for network administrators and devel opers has been to construct their networks to
support these | P-based audio, video, and data applications along with their tried-and-true circuit-
based applications over a WAN.

In addition, these audio, video, and data traffic transmissions hardly ever flow at a steady rate.
Some periods will seerelatively low levels of traffic, and others will temporarily surpass afirm's
contracted Committed Information Rate (CIR). Carrier-based packet-switched networks such as
Frame Relay and ATM are designed to handle these temporary peaksin traffic, but it is more cost-
and resource- efficient to employ effective QoS configuration(s), thus relaxing the potential need to
up your firm’s CIR. By applying some of the following sorts of attributes to interfaces on your
network, you can begin to shape your network’s QoS configuration to use existing bandwidth more
effectively.
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Source Filteringand ACLs

Source filtering and ACL s can be applied to aWAN interface; however, they affect the entire
module, not an individual port. For example, if you want to apply a source MAC address filter to a
WAN serial card located in dlot 5, port 2, your configuration command line would look like the
following:

xp(config)# filters add address-filter name wan1 source-mac 000102: 030405 vlan 2 in-port-list se.5

Port se.5 is specified instead of se.5.2 because source filters affect the entire WAN module. Hence,
in this example, sour ce-mac 000102: 030405 would befiltered from portsse.5.1, se.5.2, se.5.3, and
se.5.4 (assuming that you are using a four-port serial card).

ACLswork inasimilar fashion. For example, if you define an ACL to deny all http traffic on one
of the WAN interfaces, it will apply to the other WAN interfaces on that module aswell. In
practice, by making your ACLs more specific, for example by specifying source and destination |P
addresses with appropriate subnet masks, you can achieve your intended level of contral.

Weighted-Fair Queueing

Through the use of Weighted-Fair Queueing QoS policies, WAN packets with the highest priority
can be allotted a sizable percentage of the avail able bandwidth and “whisked through” WAN
interface(s). Meanwhile, the remaining bandwidth is distributed for “lower-priority” WAN packets
according to the user’s percentage-of-bandwidth specifications. Please refer to the Enterasys
X-Pedition Command Line Interface Reference Manual for more detailed QOS command
configuration information.

Note: Weighted-Fair Queueing applies only to best-effort traffic on the WAN card. If you apply
any of the WAN specific traffic shaping commands, then weighted fair queuing will no
longer be applicable.

Congestion Management

One of the most important features of configuring the XP to ensure Quality of Serviceisthe
obvious advantage gained when you are able to avoid network congestion. The following topics
touch on afew of the most prominent aspects of congestion avoidance when configuring the XP.

Random Early Discard (RED)

RED allows network operators to manage traffic during periods of congestion based on policies.
Random Early Discard (RED) works with TCP to provide fair reductionsin traffic proportional to
the bandwidth being used. Weighted Random Early Discard (WRED) works with | P Precedence or
priority, as defined in the qos configuration command line, to provide preferential traffic handling
for higher-priority traffic.
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The CLI commands related to RED in both the Frame Relay and PPP protocol environments allow
you to set maximum and minimum threshold values for each of the low-, medium-, and high-
priority categories of WAN traffic.

Adaptive Shaping

Adaptive shaping implements the congestion-sensitive rate adjustment function and has the
following characterigtics:

*  No blocking of data flow under normal condition if the traffic rate is below Bc+Be
* Reduction to alower CIR upon detection of network congestion

e Progressive return to the negotiated information transfer rate upon congestion abatement

The CLI command related to adaptive shaping allows you to set threshold values for triggering the
adaptive shaping function.

Frame Relay Overview

Frame relay interfaces are commonly used in aWAN to link several remote routers together viaa
single central switch. This eliminates the need to have direct connections between al of the remote
members of a complex network, such as a host of corporate satellite offices. The advantage that
Frame Relay offers to this type of geographic layout is the ability to switch packet data across the
interfaces of different types of devices like switch-routers and bridges, for example.

Frame Relay employs the use of Virtua Circuits (V Cs) when handling multiple logical data
connections over asingle physical link between different pieces of network equipment. The Frame
Relay environment, by nature, deals with these connections quite well through its extremely
efficient use of precious (sometimes scarce) bandwidth.

You can set up frame relay ports on your XP with the commands described in Chapter 15: “frame-
relay Commands’ in the Enterasys X-Pedition Command Line Interface Reference Manual.

Virtual Circuits

You can think of a Virtual Circuit (VC) asa*“virtual interface” (sometimes referred to as “ sub-
interfaces”) over which Frame Relay traffic travels. Frame Relay interfaces on the XP use one or
more V Csto establish bidirectional, end-to-end connections with remote end points throughout the
WAN. For example, you can connect a series of multi-protocol routersin various locations using a
Frame Relay network.

Permanent Virtual Circuits (PVCs)

WAN interfaces can take advantage of connections that assure a minimum level of available
bandwidth at all times. These standing connections, called Permanent Virtual Circuits (PVCs),
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allow you to route critical packet transmissions from host to peer without concern for network
congestion significantly slowing, let alone interrupting, your communications. PV Cs are the most
prevalent type of circuit used today and are similar to dedicated private linesin that you can lease
and set them up through a service provider.

In a corporate setting, network administrators can use PVCsin an internal network to set aside
bandwidth for critical connections, such as videoconferencing with other corporate departments.

Note: Interfaces configured with PV Cs do not support LSNAT and VRRP.

Configuring Frame Relay Interfacesfor the XP

This section provides an overview of configuring a host of WAN parameters and setting up WAN
interfaces. When working in the Frame Relay protocol environment, you must first define the type
and location of the WAN interface. Having established the type and location of your WAN
interfaces, you need to (optionally) define one or more service profiles for your WAN interfaces,

then apply a service profile to the desired interface(s). An example of this processis covered in
Frame Relay Port Configuration on page 429.

Defining the Type and L ocation of a Frame Relay and VC Interface

To configure aframe relay WAN port, you need to first define the type and location of one or more
framerelay WAN ports or virtual circuits (V Cs) on your XP. The following command line displays
asimplified example of aframerelay WAN port definition:

Define the type and location of a port set <port> wan-encapsulation frame-relay speed
frame relay WAN port. <number>

Note: If the port isaHSSI port that will be connected to a HSSI port on another router, you can
also specify clock <clock-source> in your definition.

Then, you must set up aframerelay virtual circuit (VC). The following command line displays a
simplified example of aV C definition:

Define the type and location of a frame-relay create vc <port>
framerelay VC.

Setting up a Frame Relay Service Profile

Once you have defined the type and location of your Frame Relay WAN interface(s), you can
configure your XP to more efficiently utilize available bandwidth for Frame Relay
communications.
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Note: The XP comeswith aset of “default values’ for Frame Relay interface configuration
settings, which means that setting up a Frame Relay service profile is not absolutely
necessary to begin sending and receiving Frame Relay traffic on your XP.

After you configure one or more service profiles for your Frame Relay interface(s), you can then
apply a service profile to active Frame Relay WAN ports, specifying their behavior when handling
Frame Relay traffic. The following command line displays all of the possible attributes used to

define a Frame Relay service profile:

Define aframe frame-relay define service <service name> [Bc <number>] [Be <number>]
relay service [becn-adaptive-shaping <number>] [cir <number>] [high-priority-
profile. queue-depth <number>] [low-priority-queue-depth <number>] [med-

priority-queue-depth <number>] [red on|off] [red-maxTh-high-prio-
traffic <number>] [red-maxT h-low-prio-traffic <number>] [red-
maxT h-med-prio-traffic <number>] [red-minTh-high-prio-traffic
<number>] [red-minTh-low-prio-traffic <number>] [red-minTh-med-
prio-traffic <number>] [rmon on|off]

Applying a Service Profileto an Active Frame Relay WAN Port

Once you have created one or more Frame Relay service profiles, you can specify their use on one
or more active Frame Relay WAN ports on the XP. The following command line displays a

simplified example of this process:

Apply aserviceprofiletoan | frame-relay apply service <service name> ports<port list>

active WAN port.

Monitoring Frame Relay WAN Ports

Once you have configured your frame relay WAN interface(s), you can use the CLI to monitor
status and statistics for your WAN ports. The following table describes the monitoring commands
for WAN interfaces, designed to be used in Enable mode:

Display a particular frame relay service
profile

frame-relay show service <service name>

Display al available frame relay
service profiles

frame-relay show serviceall

Display the last reported frame relay
error

frame-relay show stats port <port name> last-error

Display active frame relay LMI
parameters

frame-relay show statsport <port name> Imi
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Display MIBII statisticsfor framerelay | frame-relay show stats port <port name> mibl|
WAN ports

Display asummary of al LMI statistics | frame-relay show stats port <port name> summary

Frame Relay Port Configuration

To configure Frame Relay WAN ports, you must first define the type and location of the WAN
interface, optionally “set up” alibrary of configuration settings, then apply those settings to the
desired interface(s). The following examples are designed to give you asmall model of the steps
necessary for atypical Frame Relay WAN interface specification.

To define the location and identity of aserial Frame Relay WAN port located at slot 5, port 1 with a
speed rating of 45 million bits per second:

xp(config)# port set se.5.1 wan-encapsulation frame-relay speed 45000000

To define the location and identity of a High-Speed Serial Interface (HSSI) VC located at slot 4,
port 1 with aDLC of 100:

xp(config)# frame-relay create vc hs.4.1.100

Suppose you wish to set up a service profile called “profilel” that includes the following
characteristics:

+  Committed burst value of 2 million and excessive burst value of 1 million

» BECN active shaping at 65 frames

e Committed information rate (CIR) of 20 million bits per second

e Leave high-, low-, and medium-priority queue depths set to factory defaults
» Random Early Discard (RED) disabled

*  RMON enabled

The command line necessary to set up a service profile with the above attributes would be as
follows:

xp(config)# frame-relay define service profilel Bc 2000000 Be 10000000 becn-adaptive-shaping 65 cir
20000000 red off rmon on

To assign the above service profile to the V C interface created earlier (slot 4, port 1):

xp(config)# frame-relay apply service profilel portshs.4.1.100
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Point-to-Point Protocol (PPP) Overview

Because of itsability to quickly and easily accommodate |P and IPX protocol traffic, Point-to-Point
Protocol (PPP) routing has become a very important aspect of WAN configuration. Using PPP, you
can set up router-to-router, host-to-router, and host-to-host connections.

Note:  For PPPR, IPX network numbers for local and peer routers must match.

Establishing a connection in a PPP environment requires that the following events take place:

»  Therouter initializing the PPP connection transmits Link Control Protocol (L CP) configuration
and test frames to the remote peer to set up the data link.

»  Oncethe connection has been established, the router that initiated the PPP connection transmits
a series of Network Control Protocol (NCP) frames necessary to configure one or more
network-layer protocoals.

»  Finaly, when the network-layer protocols have been configured, both the host and remote peer
can send packets to one another using any and all of the configured network-layer protocols.

Thelink will remain active until explicit LCP or NCP framesinstruct the host and/or the peer router
to closethelink, or until some external event (i.e., user interruption or system time-out) takes place.

You can set up PPP ports on your X P with the commands described in the Enterasys X-Pedition
Command Line Interface Reference Manual.

Use of LCP Magic Numbers

L CP magic numbers enable you to detect situations where PPP L CP packets are looped back from
the remote system, resulting in an error message. The use of L CP magic numbersis enabled on the
XP by default; however, should you employ a service profile in which the use of LCP magic
numbers has been disabled, undetected “loopback” behavior may become a problem.

Note: Inthe event that a PPP WAN interface remains unrecognized at startup due to loopback
interference, you can use the ppp restart command in the CLI to remedy the situation.

Configuring PPP Interfaces

430

This section provides an overview of configuring a host of WAN parameters and setting up WAN
interfaces. When working in the PPP environment, you must first define the type and location of
your WAN interfaces. Having established the type and location of your WAN interfaces, you need
to (optionally) define one or more service profiles for your WAN interfaces, then apply a service
profile to the desired interface(s). Examples of this process are displayed in PPP Port
Configuration on page 433.

Enterasys X-Pedition User Reference Manual



Configuring PPP Interfaces

Defining the Type and L ocation of a PPP Interface

To configure a PPP WAN port, you need to first define the type and location of one or more PPP
WAN ports on your XP. The following command line displays a simplified example of a PPP WAN
port definition:

Define the type and location of a port set <port> wan-encapsulation ppp speed <number>
PPP WAN port.

If the port isan HSSI port that will be connected to aHSSI port on another router, you can specify
clock <clock-source> in the definition. (This feature is supported on HSSI boards, part number
XP-HSSI-02-AA.)

Setting up a PPP Service Profile

Once you have defined the type and location of your PPP WAN interface(s), you can configure
your XP to more efficiently utilize available bandwidth for PPP communications.

Note: The XP comes with aset of “default values’ for PPP interface configuration settings,
which means that setting up a PPP service profile is not absolutely necessary to begin
sending and receiving PPP traffic on your XP.

After you configure one or more service profiles for your PPP interface(s), you can then apply a
service profile to active PPP WAN ports, specifying their behavior when handling PPP traffic. The
following command line displays all of the possible attributes used to define a PPP service profile:

DefineaPPP ppp define service <service name> [bridging enableldisableip

service profile. enableldisable ipx enableldisable] [high-priority-queue-depth
<number>] [Icp-echo on|off] [Icp-magic on|off] [low-priority-queue-
depth <number>] [max-configure <number>] [max-failure
<number>] [max-ter minate <number>] [med-priority-queue-depth
<number>] [red on|off] [red-maxT h-high-prio-traffic <number>]
[red-maxTh-low-prio-traffic <number>] [red-maxTh-med-prio-traffic
<number>] [red-minTh-high-prio-traffic <number>] [red-minTh-
low-prio-traffic <number>] [red-minTh-med-prio-traffic < number>]
[retry-interval <number>] [rmon on|off]

Note: If it isnecessary to specify avalue for Bridging, IP, and/or IPX, you must specify all three
of these values at the same time. You cannot specify just one or two of them in the
command line without the other(s).
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Applying a Service Profileto an Active PPP Port

Once you have created one or more PPP service profiles, you can specify their use on one or more
active PPP ports on the XP. The following command line displays a simplified example of this
process:

Apply aserviceprofiletoan | ppp apply service <service name> ports <port list>
active WAN port.

Configuring Multilink PPP Bundles

The Multilink PPP (MLP) standard defines a method for grouping multiple physical PPP linksinto
alogical pipe, caled an “MLP bundle’. Large packets are fragmented and transmitted over each
physical link in an MLP bundle. At the destination, MLP reassembles the packets and places them
in their correct sequence.

The following table describes the commands for configuring MLP;

Add PPP port(s) to an MLP bundle. ppp add-to-mlp <mlp > port <port list>
Create MLP bundle(s). ppp create-mip <mlip list> slot <number>
Set MLP encapsul ation format. ppp set mip-encaps-format ports <port list> [format

short-format]

Set the size of frames that fragmented ppp set mip-frag-size ports<port list> size<size >
for transmission on an MLP bundle.

Set the depth of the queue used to hold | ppp set mip-orderg-depth ports <port list> gdepth
MLP packets for preserving the packet <number-of-packets>
order.

Set the depth of the queue used to hold | ppp set mip-fragg-depth ports <port list> qdepth
packet fragments for reassembly. <number-of-packets>

Compression on MLP Bundlesor Links
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Compression can be applied on either abundle or link basisif MLP is enabled on PPP links. If
compression is enabled on a bundle, the packets will be compressed before processing by MLP. If
compression is enabled on alink, the packets will be compressed after the MLP processing.

In general, choose bundle compression over link compression whenever possible. Compressing
packets before they are “split” by MLP is much more efficient for both the compression algorithm
and the WAN card. Link compression is supported to provide the widest range of compatibility
with other vendors' equipment.
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Monitoring PPP WAN Ports

Once you have configured your PPP WAN interface(s), you can use the CLI to monitor status and
statistics for your WAN ports.

Note:  WAN traffic received on aWAN port reflects on the first physical port of the module only.

The following table describes the monitoring commands for WAN interfaces, designed for usein
Enable mode:

Display aparticular PPP service ppp show service < service name>

profile.

Display all available PPP service ppp show service all

profiles.

Display bridge NCP statistics for ppp show stats port <port name> bridge-ncp

specified PPP WAN port.

Display IP NCP statistics for specified | ppp show statsport <port name> ip-ncp
PPP WAN port.

Display link-status statistics for a ppp show stats port <port name> link-status
specified PPP WAN port.

Displaysinformation for PPP portsthat | ppp show mip <mip list>|all-ports
are added to MLP bundles.

PPP Port Configuration

To configure PPP WAN ports, you must first define the type and location of the WAN interface,
optionally “set up” alibrary of configuration settings, then apply those settings to the desired
interface(s). The following examples are designed to give you a small model of the steps necessary
for atypical PPP WAN interface specification.

To define the location and identity of a High-Speed Serial Interface (HSSI) PPP WAN port located
at router slot 5, port 1 with a speed rating of 45 million bits per second:

xp(config)# port set hs.5.1 wan-encapsulation ppp speed 45000000

Suppose you wish to set up a service profile called “profile2” that includes the following
characteristics:

*  Bridging enabled

e Leave high-, low-, and medium-priority queue depths set to factory defaults
e |PandIPX enabled

»  Sending of LCP Echo Requests disabled
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»  Useof LCP magic numbers disabled
e The maximum allowable number of unanswered requests set to 8
*  The maximum allowable number of negative-acknowledgment transmissions set to 5

*  The maximum allowable number of unanswered/improperly answered connection-termination
requests before declaring the link to a peer lost set to 4

e Random Early Discard disabled

*  The number of seconds between subsequent configuration request transmissions (the “retry
interval”) set to 25

*  RMON enabled

The command line necessary to set up a service profile with the above attributes would be as
follows:

xp(config)# ppp define service profile2 bridging enableip enableipx enable [cp-echo off |cp-magic off
max-configure 8 max-failure 5 max-terminate 4 red off retry-interval 25 rmon on

To assign the above service profile to the active PPP WAN port defined earlier (slot 5, port 1):

xp(config)# ppp apply service profile2 portshs.5.1

WAN Configuration Examples

Simple Configuration File

The following is an example of asimple configuration file used to test frame relay and PPP WAN
ports:

port set hs.5.1 wan-encapsul ation frame-relay speed 45000000
port set hs.5.2 wan-encapsulation ppp speed 45000000

interface create ip frl address-netmask 10.1.1.1/16 port hs.5.1.100
interface create ip ppp2 address-netmask 10.2.1.1/16 port hs.5.2
interface create ip lanl address-netmask 10.20.1.1/16 port et.1.1
interface create ip lan2 address-netmask 10.30.1.1/16 port et.1.2
ip add route 10.10.0.0/16 gateway 10.1.1.2

ip add route 10.40.0.0/16 gateway 10.2.1.2

For a broader, more application-oriented WAN configuration example, see Multi-Router WAN
Configuration next.
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Multi-Router WAN Configuration

Thefollowing isadiagram of amulti-router WAN configuration encompassing three subnets. From
the diagram, you can seethat R1is part of both Subnets 1 and 2; R2 is part of both Subnets 2 and 3;
and R3 is part of subnets 1 and 3. You can click on the router label (in blue) to jump to the actual

text configuration file for that router:

SmartBits
R et1.1 50.50.50.15 | P packet
50.50.50.5 generator
100.100.1005 | sed.1 — 1
PPP wan-encaps.
subnet S1
100.100.100.4 | se.6.3
100.100.100.4 | se6.1
Frame Relay
wan-encaps.
subnet S1
VC =304
100.100.100.3 | se2.1
SmartBits
IP packets 30.30.30.13 et.1.1 R PPP wan-encaps.
30.30.30.3 subnet S3
100.100.100.3 hs4.1 hs4.2 130.130.130.3
Frame Relay
100.100.1001 _s3.1 wan-encaps. hs7.2 130.130.130.2
subnet S1
hs:32 VC=103 hs7.1 R
R 120.120.120.1 120.120.120.2
100.100.100.1 | hs7.1 \/ 2020202 etll et12 "\ 200.200.200.1
Frame Relay
wan-encaps. PPP wan-encaps.
subnet S1 subnet S2
VC =106 20.20.20.12 200.200.200.200
100.100.100.6 | hs.3.1 ]
SmartBits Video
IP Client
R generator Win 95
————— 71 ——— 71
100.100.100.6 €.15.2 et.15.1 60.60.60.6
L egend:
100.100.100.100 60.60.60.16
\S/elr({/egr SmartBits Router Connections on Subnet 1
WinNT IP packets Router Connections on Subnet 2
/ Router Connections on Subnet 3
———— 71

Figure 30. Multi-router WAN configuration
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Router R1 Configuration File

The following configuration file applies to Router R1.

Configuration for ROUTER R1

port set hs.7.1 wan-encapsulation frame-relay speed 45000000
port set hs.3.1 wan-encapsulation frame-relay speed 45000000
port set hs.3.2 wan-encapsulation ppp speed 45000000

port set et.1.* duplex full

frame-relay create vc port hs.7.1.106

frame-relay create vc port hs.3.1.103

frame-relay define service CIRforR1toR6 cir 45000000 bc 450000
frame-relay apply service CIRforR1toR6 ports hs.7.1.106

vlan create sl id 200

vlan create s2 id 300

vlan add ports hs.3.1.103,hs.7.1.106 to sl

vlan add ports hs.3.2 to 2

interface create ip sl address-netmask 100.100.100.1/16 vlan s1
interface create ip s2 address-netmask 120.120.120.1/16 vlan s2

rip add interface all

rip set interface al version 2

rip set interface all xmt-actual enable
rip set auto-summary enable

rip start

system set name R1

Router R2 Configuration File

The following configuration file applies to Router R2.

Configuration for ROUTER R2

port set hs.7.1 wan-encapsulation ppp speed 45000000
port set hs.7.2 wan-encapsulation ppp speed 45000000
port set et.1.* duplex full

vlan create 2 id 300

interface create ip PPPforR2toR3 address-netmask 130.130.130.2/16 peer-address 130.130.130.3 port hs.7.2
interface create ip SBitsL AN address-netmask 20.20.20.2/16 port et.1.1

vlan add ports hs.7.1 to 2

interface create ip s2 address-netmask 120.120.120.2/16 vlan s2

interface create ip VideoClient address-netmask 200.200.200.1/16 port et.1.2

gos set ip VideoFromNT high 100.100.100.100 200.200.200.200 any any
gos set ip VideoFrom95 high 200.200.200.200 100.100.100.100 any any

rip add interface all
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rip set interface al version 2
rip set auto-summary enable
rip start

system set name R2
arp add 20.20.20.12 exit-port et.1.1 mac-addr 000202:020200

Router R3 Configuration File

The following configuration file applies to Router R3.

Configuration for ROUTER R3

port set se.2.1 wan-encapsul ation frame-relay speed 1500000
port set et.1.* duplex full

port set hs.4.1 wan-encapsulation frame-relay speed 45000000
port set hs.4.2 wan-encapsulation ppp speed 45000000

frame-relay create vc port se.2.1.304
frame-relay create vc port hs.4.1.103

vlan create sl id 200

interface create ip SBitsL AN address-netmask 30.30.30.3/16 port et.1.1

vlan add ports hs.4.1.103,se.2.1.304 to s1

interface create ip PPPforR2toR3 address-netmask 130.130.130.3/16 peer-address 130.130.130.2 port hs.4.2
interface create ip sl address-netmask 100.100.100.3/16 vlan sl

rip add interface all

rip set interface al version 2

rip set interface al xmt-actual enable
rip set broadcast-state always

rip set auto-summary enable

rip start

system set name R3

arp add 30.30.30.13 exit-port €t.1.1 mac-addr 000303:030300

Router R4 Configuration File

The following configuration file applies to Router R4.

Configuration for ROUTER R4

port set se.6.1 wan-encapsulation frame-relay speed 1500000
port set se.6.3 wan-encapsul ation ppp speed 1500000
port set et.1.* duplex full
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frame-relay create vc port se.6.1.304

vlan create sl id 200
vlan add ports se.6.1.304,se.6.3 to s1
interface create ip sl address-netmask 100.100.100.4/16 vlan s1

rip add interface all

rip set interface al version 2

rip set interface all xmt-actual enable
rip set broadcast-state always

rip set auto-summary enable

rip start

system set name R4

Router R5 Configuration File

The following configuration file applies to Router R5.

Configuration for ROUTER R5

port set se.4.1 wan-encapsul ation ppp speed 1500000
port set et.1.* duplex full

vlan create sl id 200

interface create ip lanl address-netmask 50.50.50.5/16 port et.1.1
vlan add ports se.4.1to sl

interface create ip sl address-netmask 100.100.100.5/16 vlan s1
rip add interface all

rip set auto-summary enable

rip set interface al version 2

rip start

system set name R5

arp add 50.50.50.15 mac-addr 000505:050500 exit-port et.1.1

Router R6 Configuration File
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The following configuration file applies to Router R6.

Configuration for ROUTER R6

port set et.15.* duplex full
port set hs.3.1 wan-encapsul ation frame-relay speed 45000000
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frame-relay create vc port hs.3.1.106
frame-relay define service CIRforR1toR6 cir 45000000 bc 450000
frame-relay apply service CIRforR1toR6 ports hs.3.1.106

vlan create BridgeforR1toR6 port-based id 106

interface create ip FRforR1toR6 address-netmask 100.100.100.6/16 vlan BridgeforR1toR6
interface create ip lanl address-netmask 60.60.60.6/16 port et.15.1

vlan add ports hs.3.1.106 to BridgeforR1toR6

vlan add ports et.15.2 to BridgeforR1toR6

gos set ip VideoFromNT high 100.100.100.100 200.200.200.200 any any
gos set ip VideoFrom95 high 200.200.200.200 100.100.100.100 any any

rip add interface all

rip set interface al version 2
rip set auto-summary enable
rip start

system set name R6

arp add 60.60.60.16 mac-addr 000606:060600 exit-port et.15.1

Enterasys X-Pedition User Reference Manual 439



WAN Configuration Examples

440 Enterasys X-Pedition User Reference Manual



	Title
	Notice
	Contents
	Introduction
	What’s New
	Related Documentation
	Document Conventions
	Getting Help

	Maintaining Configuration Files
	Configuration Files
	Changing Configuration Information
	Displaying Configuration Information
	Activating the Configuration Changes and Saving the Configuration File
	Activating the Configuration Commands in the Scratchpad
	Saving the Active Configuration to the Startup Configuration File
	Viewing the Current Configuration

	Backing up and Restoring the Startup Configuration File
	Backing up and Restoring the System Image
	Remote File Boot
	Configuring System Settings
	Setting Daylight Saving Time
	Configuring a Log-in Banner


	Virtual File Systems
	PCMCIA Virtual File System (VFS)
	Changing the Virtual File System
	Reinitializing the VFS


	Using the CLI
	Command Modes
	User Mode
	Enable Mode
	Configure Mode
	Boot PROM Mode
	Native and Common CLI Modes

	Establishing Telnet Sessions
	Setting CLI Parameters
	Getting Help with CLI Commands
	Line Editing Commands

	Port Names

	Hot Swapping Line Cards and Control Modules
	Hot Swapping Overview
	Line Cards
	Deactivating the Line Card
	Removing the Line Card
	Installing a New Line Card
	Hot Swapping One Type of Line Card with Another

	Control Modules
	Single CM Environments
	Configuration Files
	Activating the Configuration Commands in the Scratchpad
	Saving the Active Configuration to the Startup Configuration File
	Viewing the Configuration
	Backing up and Restoring the Startup Configuration File

	Deactivating the Control Module
	Removing the Control Module
	Installing a Control Module

	PCMCIA cards
	Dual CM Environments
	Introduction
	CM Fail-Over
	24-7 Networks and VRRP

	Deactivating the Backup Control Module
	Removing the Control Module
	Installing a Control Module

	Backup Control Module Boot Firmware Upgrade

	Switching Fabric Module (XP-8600 only)
	Removing the Switching Fabric Module
	Installing a Switching Fabric Module

	GBICs (ER16 only)
	Removing a GBIC from the Line Card
	Installing a GBIC into the Line Card


	Bridging Configuration Guide
	Bridging Overview
	Spanning Tree (IEEE 802.1D & IEEE 802.1w)
	Bridging Modes (Flow-Based and Address-Based)

	VLAN Overview
	Port-based VLANs
	MAC-address-based VLANs
	Protocol-based VLANs
	Subnet-based VLANs
	Multicast-based VLANs
	Policy-based VLANs
	XP VLAN Support
	VLANs and the XP
	Ports, VLANs, and L3 Interfaces
	Access Ports and Trunk Ports (802.1P and 802.1Q Support)
	Explicit and Implicit VLANs


	Configuring XP Bridging Functions
	Configuring Address-based or Flow-based Bridging
	Configuring Spanning Tree
	Enabling Rapid Spanning Tree Protocol (RSTP)
	Adjusting Spanning-Tree Parameters
	Setting the Bridge Priority
	Setting a Port Priority
	Assigning Port Costs
	Adjusting Bridge Protocol Data Unit (BPDU) Intervals

	Adjusting RSTP parameters

	Configuring a Port- or Protocol-Based VLAN
	Creating a Port or Protocol-Based VLAN
	Adding Ports to a VLAN
	Configuring VLAN Trunk Ports
	Configuring VLANs for Bridging
	Configuring Layer-2 Filters

	Monitoring Bridging
	Configuration Examples
	Creating an IP or IPX VLAN
	Creating a non-IP/non-IPX VLAN
	Configuring per-VLAN spanning tree with RSTP enabled


	SmartTRUNK Configuration Guide
	Overview
	Configuring SmartTRUNKs
	Creating a SmartTRUNK
	Add Physical Ports to the SmartTRUNK
	Hot Swapping

	Specify Traffic Distribution Policy (Optional)
	Specify Actor Parameters for LACP (Link Aggregation Control Protocol)

	Monitoring SmartTRUNKs
	Example Configurations
	Configuring the Link Aggregation Control Protocol (LACP)
	Configuring SmartTRUNKs for LACP
	LACP Configuration Example


	ATM Configuration Guide
	ATM Overview
	Virtual Channels
	Creating a Virtual Channel
	Virtual channel and IPX Routing

	Setting the Operation Mode for a Virtual Channel

	Service Profile Definition
	Creating a Service Profile Definition
	Applying a Service Profile Definition

	Cell Scrambling
	Enabling Cell Scrambling

	Cell Mapping
	Selecting the Cell Mapping Format

	VPI Bit Allocation
	Setting the Bit Allocation for VPI

	Peer Address Mapping
	Mapping a Peer Address to a Virtual Channel

	Displaying ATM Port Information
	ATM Sample Configuration 1
	Configuring an Interface on each Ethernet Port
	Creating a Virtual Channel
	Defining an ATM Service Profile
	Applying an ATM Service Profile
	Configuring an Interface on an ATM Port
	Configuring an IP Route

	ATM Sample Configuration 2
	Traffic from Subnet A and Subnet B to Subnet C
	Step 1: Configuring an Interface on Each Ethernet Port
	Step 2: Creating a Virtual Channel
	Step 3: Configuring an Interface on Each ATM Port
	Step 4: Defining an ATM Service Profile
	Step 5: Applying an ATM Service Profile
	Step 6: Create an IP ACL
	Step 7: Specify a Gateway for an IP Policy
	Step 8: Apply the IP Policy to the Ethernet Ports

	Traffic from Subnet C to Subnet A and Subnet B
	Step 9: Create an IP ACL
	Step 10: Specify a Gateway for an IP Policy
	Step 11: Apply the IP Policy to the Ethernet Port


	ATM Sample Configuration 3
	Configure an Interface on an Ethernet Port
	Create a Virtual Channel
	Create a VLAN
	Associate a Virtual Channel to a VLAN
	Define an ATM Service Class
	Apply an ATM Service Class
	Configure an Interface on an ATM Port

	ATM Sample Configuration 4
	Create the Virtual Channels
	Create a VLAN
	Associate a Virtual Channel to a VLAN
	Configure an Interface on an ATM Port
	Assign a Peer Address to each Virtual Channel (for VC-mux encapsulation traffic)


	Packet-over-SONET Configuration Guide
	Overview
	Configuring IP Interfaces for PoS Links

	Configuring Packet-over-SONET Links
	Configuring Automatic Protection Switching
	Configuring Working and Protecting Ports

	Specifying Bit Error Rate Thresholds
	Monitoring PoS Ports
	Example Configurations
	APS PoS Links Between XPs
	PoS Link Between the XP and a Cisco Router
	Bridging and Routing Traffic Over a PoS Link


	DHCP Configuration Guide
	DHCP Overview
	Configuring DHCP
	Configuring an IP Address Pool
	Configuring Client Parameters
	Configuring a Static IP Address
	Grouping Scopes with a Common Interface
	Configuring DHCP Server Parameters

	Updating the Lease Database
	Monitoring the DHCP Server
	DHCP Configuration Examples
	Configuring Secondary Subnets
	Secondary Subnets and Directly-Connected Clients
	Interacting with Relay Agents


	IP Routing Configuration Guide
	IP Routing Protocols
	Unicast Routing Protocols
	Multicast Routing Protocols

	Configuring IP Interfaces and Parameters
	Configuring IP Interfaces to Ports
	Configuring IP Interfaces for a VLAN
	Specifying Ethernet Encapsulation Method
	Configuring Jumbo Frames
	Configuring Address Resolution Protocol (ARP)
	Configuring ARP Cache Entries
	Unresolved MAC Addresses for ARP Entries
	Local Proxy ARP

	Configuring Reverse Address Resolution Protocol (RARP)
	Specifying IP Interfaces for RARP
	Defining MAC-to-IP Address Mappings
	Monitoring RARP

	Configuring DNS Parameters
	Configuring IP Services (ICMP)
	Configuring IP Helper
	Configuring Direct Broadcast
	Configuring Denial of Service (DOS)
	Monitoring IP Parameters

	Configuring Router Discovery
	Configuration Examples
	Assigning IP/IPX Interfaces


	VRRP Configuration Guide
	VRRP Overview
	Configuring VRRP
	Basic VRRP Configuration
	Configuration of Router R1
	Configuration for Router R2

	Symmetrical Configuration
	Configuration of Router R1
	Configuration of Router R2

	Multi-Backup Configuration
	Configuration of Router R1
	Configuration of Router R2
	Configuration of Router R3

	Additional Configuration
	Setting the Backup Priority
	Setting the Warm-up Period
	Setting the Advertisement Interval
	Setting Pre-empt Mode
	Setting an Authentication Key
	Setting ICMP Response


	Monitoring VRRP
	ip-redundancy trace
	ip-redundancy show

	VRRP Configuration Notes

	RIP Configuration Guide
	RIP Overview
	Configuring RIP
	Enabling and Disabling RIP
	Configuring RIP Interfaces
	Configuring RIP Parameters
	Configuring RIP Route Preference
	Configuring RIP Route Default-Metric

	Monitoring RIP
	Configuration Example

	OSPF Configuration Guide
	OSPF Overview
	OSPF Multipath

	Configuring OSPF
	Enabling OSPF
	Configuring OSPF Interface Parameters
	Default Cost of an OSPF Interface
	Configuring an OSPF Area
	Configuring OSPF Area Parameters
	Creating Virtual Links
	Configuring Autonomous System External (ASE) Link Advertisements
	Configuring OSPF for Different Types of Interfaces

	Monitoring OSPF
	OSPF Configuration Examples

	BGP Configuration Guide
	BGP Overview
	The XP BGP Implementation

	Basic BGP Tasks
	Setting the Autonomous System Number
	Setting the Router ID
	Configuring a BGP Peer Group
	Adding and Removing a BGP Peer
	Starting BGP
	Using AS-Path Regular Expressions
	AS-Path Regular Expression Examples

	Using the AS Path Prepend Feature
	Notes on Using the AS Path Prepend Feature


	BGP Configuration Examples
	BGP Peering Session Example
	IBGP Configuration Example
	IBGP Routing Group Example
	IBGP Internal Group Example

	EBGP Multihop Configuration Example
	Community Attribute Example
	Notes on Using Communities

	Local Preference Examples
	Using the local-pref Option
	Using the set-pref Option

	Multi-Exit Discriminator Attribute Example
	EBGP Aggregation Example
	Route Reflection Example
	Notes on Using Route Reflection



	Routing Policy Configuration Guide
	Route Import and Export Policy Overview
	Preference
	Import Policies
	Import-Source
	Route-Filter

	Export Policies
	Export-Destination
	Export-Source
	Route-Filter

	Specifying a Route Filter
	Aggregates and Generates
	Aggregate-Destination
	Aggregate-Source
	Route-Filter

	Authentication
	Authentication Methods
	Authentication Keys and Key Management


	Configuring Simple Routing Policies
	Redistributing Static Routes
	Redistributing Directly Attached Networks
	Redistributing RIP into RIP
	Redistributing RIP into OSPF
	Redistributing OSPF to RIP
	Redistributing Aggregate Routes
	Simple Route Redistribution Examples
	Example 1: Redistribution into RIP
	Example 2: Redistribution into OSPF


	Configuring Advanced Routing Policies
	Export Policies
	Creating an Export Destination
	Creating an Export Source
	Import Policies
	Creating an Import Source
	Creating a Route Filter
	Creating an Aggregate Route
	Creating an Aggregate Destination
	Creating an Aggregate Source
	Examples of Import Policies
	Example 1: Importing from RIP
	Example 2: Importing from OSPF

	Examples of Export Policies
	Example 1: Exporting to RIP
	Example 2: Exporting to OSPF



	Multicast Routing Configuration Guide
	IP Multicast Overview
	IGMP Overview
	Configuring IGMP
	IGMP on an IP Interface
	IGMP Query Interval
	IGMP Response Wait Time
	Per-Interface Control of IGMP Membership
	Static IGMP Groups
	L2 Snooping


	DVMRP Overview
	Configuring DVMRP
	Starting and Stopping DVMRP
	DVMRP on Individual Interfaces
	DVMRP Parameters
	DVMRP Routing Metric
	DVMRP TTL & Scope
	DVMRP Tunnels


	Monitoring IGMP & DVMRP
	Configuration Examples
	Protocol Independent Multicast (PIM)
	Overview
	PIM message types
	Sparse Mode

	System Overview
	System Architecture
	Configuration & Limitations

	Interoperability
	References


	IP Policy-Based Forwarding Configuration Guide
	Overview
	Configuring IP Policies
	Defining an ACL Profile
	Associating the Profile with an IP Policy
	Creating Multi-Statement IP Policies
	Setting the IP Policy Action
	Setting Load Distribution for Next-Hop Gateways

	Applying an IP Policy to an Interface
	Applying an IP Policy to Locally Generated Packets


	IP Policy Configuration Examples
	Routing Traffic to Different ISPs
	Prioritizing Service to Customers
	Authenticating Users through a Firewall
	Firewall Load Balancing

	Monitoring IP Policies

	Network Address Translation Configuration Guide
	Overview
	Configuring NAT
	Setting Inside and Outside Interfaces
	Setting NAT Rules
	Static
	Dynamic


	Forcing Flows through NAT
	Managing Dynamic Bindings
	NAT and DNS
	NAT and ICMP Packets
	NAT and FTP
	NAT and VRRP
	Monitoring NAT
	Configuration Examples
	Static Configuration
	Using Static NAT

	Dynamic Configuration
	Using Dynamic NAT

	Dynamic NAT with IP Overload (PAT) Configuration
	Using Dynamic NAT with IP Overload

	Dynamic NAT with DNS
	Using Dynamic NAT with DNS

	Dynamic NAT with Outside Interface Redundancy
	Using Dynamic NAT with Matching Interface Redundancy



	Web Hosting Configuration Guide
	Overview
	Load Balancing
	Configuring Load Balancing
	Creating the Server Group
	Adding Servers to the Load Balancing Group

	Session Persistence
	Optional Group or Server Operating Parameters
	Specifying Load Balancing Policy
	Specifying a Connection Threshold
	Verifying Servers and Applications
	Verifying Extended Content

	Setting Server Status
	Load Balancing and FTP
	Allowing Access to Load Balancing Servers
	Setting Timeouts for Load Balancing Mappings
	Displaying Load Balancing Information
	Configuration Examples
	Web Hosting with One Virtual Group and Multiple Destination Servers
	Web Hosting with Multiple Virtual Groups and Multiple Destination Servers
	Virtual IP Address Ranges
	Session and Netmask Persistence


	Web Caching
	Configuring Web Caching
	Creating the Cache Group
	Specifying the Client(s) for the Cache Group (Optional)
	Redirecting HTTP Traffic on an Interface
	Web Cache Application Level “Health Check”

	Configuration Example
	Other Configurations
	Bypassing Cache Servers
	Proxy Server Redundancy
	Distributing Frequently-Accessed Sites Across Cache Servers

	Monitoring Web-Caching


	IPX Routing Configuration Guide
	IPX Routing Overview
	RIP (Routing Information Protocol)
	SAP (Service Advertising Protocol)

	Configuring IPX RIP & SAP
	IPX RIP
	IPX SAP
	Creating IPX Interfaces
	IPX Addresses

	Configuring IPX Interfaces and Parameters
	Configuring IPX Addresses to Ports
	Configuring Secondary Addresses on an IPX Interface
	Configuring IPX Interfaces for a VLAN
	Specifying IPX Encapsulation Method

	Configuring IPX Routing
	Enabling IPX RIP
	Enabling SAP
	Configuring Static Routes
	Configuring Static SAP Table Entries
	Controlling Access to IPX Networks
	Creating an IPX Access Control List
	Creating an IPX Type 20 Access Control List
	Creating an IPX SAP Access Control List
	Creating an IPX GNS Access Control List
	Creating an IPX RIP Access Control List


	Monitoring an IPX Network
	Configuration Examples

	Access Control List Configuration Guide
	ACL Basics
	Defining Selection Criteria in ACL Rules
	How ACL Rules are Evaluated
	Implicit Deny Rule
	Allowing External Responses to Established TCP Connections

	Creating and Modifying ACLs
	Editing ACLs Offline
	Maintaining ACLs Using the ACL Editor

	Using ACLs
	Applying ACLs to Interfaces
	Applying ACLs to Services
	Applying ACLs to Layer-4 Bridging Ports
	Using ACLs as Profiles
	Using Profile ACLs with the IP Policy Facility
	Using Profile ACLs with the Traffic Rate Limiting Facility
	Using Profile ACLs with Dynamic NAT
	Using Profile ACLs with the Port Mirroring Facility
	Using Profile ACLs with the Web Caching Facility


	Enabling ACL Logging
	Monitoring ACLs

	Security Configuration Guide
	Security Overview
	Configuring XP Access Security
	RADIUS
	Configuring RADIUS
	Monitoring RADIUS
	Configuring Passwords

	TACACS
	Configuring TACACS
	Monitoring TACACS
	Configuring Passwords

	TACACS Plus
	Configuring TACACS Plus
	Monitoring TACACS Plus
	Configuring Passwords

	SNMP
	SNMPv1, SNMPv2c, and SNMPv3 Agent Overview
	Security
	Access Control
	Reliability
	Supported SNMPv3 MIBs
	Configuration Overview
	Configuration Notes
	Assigning Aliases to Interfaces


	Layer-2 Security Filters
	Configuring Layer-2 Address Filters
	Configuring Layer-2 Port-to-Address Lock Filters
	Configuring Layer-2 Static-Entry Filters
	Configuring Layer-2 Secure Port Filters
	Monitoring Layer-2 Security Filters
	Layer-2 Filter Examples
	Example 1: Address Filters
	Example 2: Secure Ports


	Layer-3 Security Controls
	Access Control Lists (ACLs)
	Rate Limiting
	Features Available
	Configuration
	Output
	Diagrams
	Enable / Disable

	Broadcast Monitor
	Features Available
	Configuration
	Output
	Diagrams
	Enable / Disable

	Port Mirroring
	Features Available
	Configuration
	Sample configurations
	Output
	Diagrams
	Enable / Disable


	Layer-4 Bridging and Filtering
	Creating a Port-Based VLAN for Layer-4 Bridging
	Placing the Ports on the Same VLAN
	Enabling Layer-4 Bridging on the VLAN
	Creating ACLs to Specify Selection Criteria for Layer-4 Bridging
	Applying a Layer-4 Bridging ACL to a Port
	Notes


	QoS Configuration Guide
	QoS, Layer-2, Layer-3, and Layer-4 Flow Overview
	Queuing Policies
	Layer-2, Layer-3, and Layer-4 Flow Specification
	Layer-2
	Layer-3
	Layer-4


	Traffic Prioritization
	Layer-2 Flows
	Configuring Layer-2 QoS
	802.1p Priority Mapping
	Displaying Priority Map Information

	Layer-3 & Layer-4 Flows
	Configuring IP QoS Policies
	Configuring IPX QoS Policies

	Configuring the XP Queuing Policy
	Allocating Bandwidth for a Weighted-Fair Queuing Policy


	Weighted Random Early Detection (WRED)
	ToS Rewrite
	Configuring ToS Rewrite for IP Packets
	Monitoring QoS

	Limiting Traffic Rate
	Burst-Compensating
	Rate Limiting Modes
	Per-Flow Rate Limiting
	Aggregate Rate Limiting
	Software-Based Flow-Aggregate Rate Limiting
	Port Rate Limiting
	VLAN Rate Limiting

	Displaying Rate Limit Information


	Performance Monitoring Guide
	Performance Monitoring Overview
	Configuring the XP for Port Mirroring
	Monitoring Broadcast Traffic

	RMON Configuration Guide
	RMON Overview
	Memory Allocation Requirements
	Examples

	Configuring and Enabling RMON
	Example of RMON Configuration Commands
	RMON Groups
	Lite RMON Groups
	Standard RMON Groups
	Professional RMON Groups

	Control Tables

	Using RMON
	Configuring RMON Groups
	Configuration Examples

	Displaying RMON Information
	RMON CLI Filters
	Creating RMON CLI Filters
	Using RMON CLI Filters


	Troubleshooting RMON
	Allocating Memory to RMON

	NetFlow Configuration Guide
	Introduction
	Flow Accounting
	Flow Accounting Applications
	Usage Accounting
	Traffic Profiling
	Traffic Engineering
	Attack/Intrusion Detection
	Network Surveillance
	QoS Monitoring
	NetFlow Data Warehousing and Mining


	Supported Interfaces
	Data Capture
	Life of a Flow
	NetFlow Architecture
	How does NetFlow Account for a Flow?
	Export Policy
	Asynchronous Exportation
	Example

	Periodic Exportation
	Example

	Asynchronous and Periodic Exportation

	Prerequisites
	Collector Relationship Management
	Specifying Collectors
	Selecting a Collector

	Configuring NetFlow data collection
	Overriding Default Parameters
	Export Interval
	System Memory Utilization
	NetFlow Task Priority
	Collector Deadtime
	Collector Application Port
	Collector Connection Retry Count
	Collector Response Timeout
	Collector Engine ID and Type

	Show Command Output
	Field Definitions

	Performance Measurements

	WAN Configuration Guide
	WAN Overview
	WAN Ports
	High-Speed Serial Interface (HSSI) and Standard Serial Interfaces
	Configuring WAN Interfaces
	Primary and Secondary Addresses
	Static, Mapped, and Dynamic Peer IP/IPX Addresses
	Static Addresses
	Mapped Addresses
	Dynamic Addresses

	Forcing Bridged Encapsulation
	Packet Compression
	Average Packet Size
	Nature of the Data
	Link Integrity
	Latency Requirements
	Example Configurations

	Packet Encryption
	WAN Quality of Service
	Source Filtering and ACLs
	Weighted-Fair Queueing
	Congestion Management


	Frame Relay Overview
	Virtual Circuits
	Permanent Virtual Circuits (PVCs)


	Configuring Frame Relay Interfaces for the XP
	Defining the Type and Location of a Frame Relay and VC Interface
	Setting up a Frame Relay Service Profile
	Applying a Service Profile to an Active Frame Relay WAN Port

	Monitoring Frame Relay WAN Ports
	Frame Relay Port Configuration
	Point-to-Point Protocol (PPP) Overview
	Use of LCP Magic Numbers

	Configuring PPP Interfaces
	Defining the Type and Location of a PPP Interface
	Setting up a PPP Service Profile
	Applying a Service Profile to an Active PPP Port
	Configuring Multilink PPP Bundles
	Compression on MLP Bundles or Links


	Monitoring PPP WAN Ports
	PPP Port Configuration
	WAN Configuration Examples
	Simple Configuration File
	Multi-Router WAN Configuration
	Router R1 Configuration File
	Router R2 Configuration File
	Router R3 Configuration File
	Router R4 Configuration File
	Router R5 Configuration File
	Router R6 Configuration File




